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ABSTRACT
Extracting a set of generalizable rules that govern the dynamics of
complex, high-level interactions between humans based only on
observations is a high-level cognitive ability. Mastery of this skill
marks a significant milestone in the human developmental process.
A key challenge in designing such an ability in autonomous robots
is discovering the relationships among discriminatory features.
Identifying features in natural scenes that are representative of a
particular event or interaction (i.e. ‘discriminatory features’) and
then discovering the relationships (e.g., temporal/spatial/spatio-
temporal/causal) among those features in the form of generalized
rules are non-trivial problems. They often appear as a ’chicken-
and-egg’ dilemma. This paper proposes an end-to-end learning
framework to tackle these two problems in the context of learning
generalized, high-level rules of human interactions from structured
demonstrations. We employed our proposed deep reinforcement
learning framework to learn a set of rules that govern a behavioral
intervention session between two agents based on observations of
several instances of the session. We also tested the accuracy of our
framework with human subjects in diverse situations.
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Figure 1: The Testing Environment

1 INTRODUCTION
Humans learn to perform many tasks from observing demonstra-
tions given by others. The goal of Learning from Demonstration
(LfD) research in robotics is to develop a generalizable policy for
performing a task based on demonstrations delivered by lay users
[3, 9]. While significant progress has been made in emulating low-
level tasks that involve the understanding of motion trajectories
[2, 7, 26, 28], comparatively little focus has been directed towards
applying LfD methodologies to learn high-level tasks that involve
understanding high-level reasoning of humans [8, 12].

Our everyday life is full of interactions with fellow humans and
common objects. A majority of these interactions follow rules set by
social norms or by the goal of the interaction. A human can closely
approximate such rules merely from observing several instances
of the interaction. This is an ability, commonly known as abstract
(nonverbal) reasoning in cognitive psychology [19], that children
start to develop at a later stage in the developmental process and
fully master before they reach adulthood. Artificial design of ab-
stract reasoning in robots is a highly diverse research field standing
at the cross-section of cognitive science, AI, computer vision, hu-
man activity recognition, and robotics. In this paper, we want to
analyze this problem purely through the lens of robotics and LfD:
how can a robot identify the rules that govern a set of interactions
between humans or humans and objects from observations and
apply them in a similar situation? Object recognition/feature iden-
tification and symbol grounding [17] are two integral components
of this problem. In contemporary LfD literature these two problems
are either solved along with the original LfD problem [12] or simpli-
fying assumptions are made about discriminatory features, objects,
and symbols [8, 14]. In this paper, however, we adopt a different
approach and investigate the potential of using raw perceptual data
to directly learn the underlying rules of high-level events through
contemporary reinforcement learning techniques.
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Deep reinforcement learning (DRL) has proven to be a powerful
tool for extracting insights from image data and has seen significant
use at playing games [15, 23, 25]. Compared to video game playing,
LfD use-cases in robotics offer a more challenging environment
for DRL since images, in this case, represent natural environments
and interactions which are inherently subjected to uncertainties.
Deep convolutional neural networks (CNN) are able to identify
concurrent, discriminatory features that occur in multiple training
examples [24]. This ability is highly desirable for LfD algorithms,
especially those that extract policies from image data. For example,
a recent work in [30] used CNNs to generate a reward function
from video training data in order to teach a robot through a sepa-
rate reinforcement learning algorithm. In this research we aim to
integrate feature extraction and policy learning for high-level LfD
within the same framework. The proposed DRL model is capable of
deriving a set of generalized rules of interaction between two agents
based on several demonstrations of the interaction. We created a
real use-case from an interaction between two agents designed on
the principles of Applied Behavior Analysis (ABA) [4]. ABA is a set
of highly reputed methodologies for structuring interventions for
improving socially meaningful human behaviors. ABA has been
successfully used to teach social skills to children with autism spec-
trum disorder (ASD) [16]. A previous work used ABA to deliver
robot-mediated behavioral interventions to children with ASD [5]
through tele-operation. In this paper we tested the power of our
DRL framework to autonomously derive the rules of interactions of
anABA-based intervention from observingmultiple instances of the
same intervention. The major contribution of this paper is a novel
methodology for learning abstract reasoning from demonstrations
data. Aside from that, the proposed framework shows immense
potential to automate the process of robot-mediated autism inter-
vention, a domain largely dominated by tele-operated robots [6].
We evaluated our system with human subjects in diverse cases.

2 BACKGROUND
Learning high level concepts and human-style reasoning from
demonstrations is a relatively under-explored domain in contem-
porary LfD research. The handful of works in this area, possess a
strong focus on understanding the spatial reasoning in observed
events. For example, the concept of sorting/stacking objects based
on color and shape was grounded in [12]. A demonstrator per-
formed a series of manipulation tasks and the robot inferred the
task goal (of stacking objects in a certain manner) by analyzing the
visual features of the manipulated objects in a conceptual space.
The work in [22] took a different approach and used a Gaussian
process classifier to teach a similar spatial relation while abstract-
ing some visual properties of the objects away. The final goal of
a series of manipulation tasks (e.g. pick-n-place operations) was
inferred from observations in [14], where abstraction of a task goal
is achieved through the design of a symbolic planner that ensures
the robot reaches the demonstrated setting corresponding to the
goal, irrespective of initial conditions. For example, while setting
a dinner table, such a planner will ensure that the plate for the
main dish is always located under the soup plate, but the order
in which the plates were placed on the table does not matter. A
conceptually similar task goal was taught to a robot in [8] through

a task recipe (a collection of abstract concepts related to objects
and locations involving a task). Location and object invariance was
achieved by training a classifier for each concept with data from
demonstrations of the same task with different objects and from
different initial orientations. In these works, either perception was
considered as a black box or simplifying assumptions were made
for detection of discriminatory features, e.g. by hand-picking of
features or restricting the complexity of the environment.

Human activity recognition (HAR) is a domain outside of ro-
botics which has made significant progress in understanding high-
level reasoning from observed events. HAR research typically ana-
lyzes human movements to infer different daily activities in video
data, e.g. walking, cooking, drinking, etc. Consequently, various
probabilistic graphical models have been developed to explain
temporal/spatio-temporal relationships among perceived visual
events [1]. A common practice among all graphical model-based
HAR research is for hand-picked visual and temporal features to
define the state space (or nodes) and, in turn, state transition prob-
abilities [1]. Even a sophisticated, well-trained model may fail if
feature detection does not work. Deep learning relieved the burden
of hand-picking the best features and has been quickly adopted
in HAR research, triggering the recent trend of end-to-end learn-
ing, recognition, and labeling of sequential tasks in video data
[13, 20, 21]. Learning of abstract reasoning from data (i.e. high-level
LfD), however, is subtly different than video labeling through deep
learning. Video labeling generates a monolithic ‘semantic explana-
tion’ of the perception, while high-level LfD requires understanding
of the diminutive components, both objects and rules, that lead to
that same explanation, with the hope of re-using those components
to explain a novel perception. To this end we propose the deep
reinforcement learning framework that combines the feature ab-
straction ability of CNNs with Q-learning to understand high-level
reasoning from raw image data.

3 DEEP Q-NETWORK
The Deep Q-Network (DQN) is a popular model for generating
policies in reinforcement learning problems [25]. DQNs, extensions
of typical Q-learning, use pixel representations (images) of the state
space as input and then output the estimated value associated with
each of the available actions (q-values). These values are generated
from CNN filters which, after training, are capable of extracting
and assigning significance to features in an image. Inputs to the
DQN take the form of tuples < s,a, r , s ′,a′ > which include the
observations and actions performed in both the current and subse-
quent states (s,a and s ′,a′ respectively) along with the most recent
reward (r ).

Unlike traditional classification methods that employ CNNs, the
DQN is represented using two identical networks: a primary net-
work that is updated each iteration (Q) and a secondary network
that is updated infrequently (Q̂). The Q̂ network is used to generate
an estimate of the reward in the subsequent state. This estimate
is used to generate more accurate q-values from Q . The expected
reward that is used when optimizing Q is

yi =

{
rt , if s ′ is terminal
rt + γ maxa Q̂(s ′,a;θ ), otherwise

(1)
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Figure 2: Example Training Data. Data presented shows the
RGB and the audio channels. Frames have been removed to
make the presentation more concise.

where a discount factor (γ ) is used to bias the system towards
receiving rewards sooner or later. The weight and bias values, θ , in
Q̂ are updated infrequently in order to prevent the q-values in Q
from diverging.

Optimization of the DQN occurs through the minimization of
the loss function (L)

L = (yi −max
a

Q(s,a;θ ))2 (2)

where yi ′ is the DQN’s predicted q-values. The subsequent action
selected for the subsequent time step is

a = arдmaxaQ(s,a;θ ) (3)

In typical reinforcement settings, classifiers are trained using se-
quential examples as simulations explore the problem’s state space.
DQNs introduce experience replay to randomize the order in which
this data is fed to the network in order to prevent the network’s
output from converging or diverging as a result of of the influence
of sequential actions [25]. Our model learns from examples col-
lected offline, as opposed to receiving inputs while a simulation is
running. As a result we deliver our training data in a randomized
order to emulate the presence of an experience replay.

The predictive potential of deep networks can be further ex-
tended by integrating long short-term memory (LSTM) [18]. LSTM
units allow a network to learn sequential information from across
several frames of input data by maintaining a memory. The in-
clusion of LSTM layers to understand sequence information is
common in the deep learning community who have had success
with language modeling [33], video classification [36], and activity
recognition problems [32].

4 A DQN TO EXTRACT ABSTRACT
KNOWLEDGE FROM DEMONSTRATIONS

We focused on a real use-case, ABA-intervention, to learn ab-
stract reasoning from demonstration data. Interactions between
two agents (e.g. a therapist and a child) in an ABA-intervention
setting are highly structured in nature. We designed a DQN model

to learn this structure from observing several ABA-intervention
sessions.

Our specific ABA-intervention’s focus was on teaching social
greetings, an intervention that was previously employed to teach
children with ASD through tele-operated robots [5].

The interaction between two agents (a teacher and a student)
evolved in the following way while following the ABA principles:
Discriminative stimuli → Response → Prompt (if required) → Re-
ward → End session. Here, Discriminative stimuli (SD) is performed
by the teacher where s/he greets the student, e.g. by saying “Hi
John”/ “Hello”, waving hands, etc. Response from the student can
be correct (e.g. the student says “Hi”/ “Hello”, waves hands, makes
eye-contact or smiles) or incorrect (e.g. student exhibits a behavior
that is not socially acceptable in response to a social greeting or the
student does not show any contingent response). In the case of an
incorrect response, the teacher delivers a Prompt (PMT), e.g. by say-
ing “John, say hi to me”. Several prompts can be given but repeated
failures of the student to respond terminates the intervention. In the
case of a correct response, the teacher delivers a Reward (REW), e.g.
by saying “Great job John!”. The teacher can perform End session
(END) after a correct response or due to repeated failures to re-
spond correctly. Such an intervention is typically repeated multiple
times per day for several days before a child with a developmental
delay can master the skill of responding to a greeting in a socially
acceptable manner.

From an artificial learning perspective, the perceptual features
associated with each step of this intervention varies from teacher to
teacher and, significantly, from student to student. This procedure
will change entirely for a different intervention. Therefore, hand-
picking features associated with the different steps and hard-coding
an entire intervention is extremely tedious, if not impossible. A
DQN offers an elegant way to learn the rules that a human teacher
observes to govern the dynamics of this interaction, all from raw
perceptual data. Video data of various students interacting with a
tele-operated robot delivering the social greeting intervention are
used to train our DQN model (Fig. 2).

4.1 Demonstration Data Collection
We collected data to train the DQN model through an IRB approved
user study. Participants were recruited to take the role of a student
while a NAO humanoid robot, tele-operated by the first author of
this paper, took the role of a teacher to conduct the ABA-based
social greeting intervention.

The robot was capable of performing three different actions in
response to the observation of a participant: PMT, REW, and END
whose functionality matches the description at the beginning of
Section 4. As part of our implementation the robot would also
execute a SD to initiate the interaction, but since our intervention
never performs a SD in response to an observation we exclude it
from the system’s action-space.

Six individuals without ASD from the University of New Hamp-
shire (4 male, 2 female) were recruited for the collection of demon-
stration data. Participants performed a total of 18 interactions with
the robot. In 12 of the interactions the participant complied with
the robot’s requests, and either ignored or refused to greet the robot

Session We-1A: Machine Learning for HRI HRI’18, March 5-8, 2018, Chicago, IL, USA

162



HRI ’18, March 5–8, 2018, Chicago, IL, USA M. Clark-Turner and M. Begum

Figure 3: The Structure of our DQN. Nodes in the convolutional stacks use filter size (F), stride (S), number of filters (N), and
output size (O) where present.

Figure 4: Various Participant Responses

in the remaining sessions. Half of the compliant interactions were
delivered in order to elicit at least one prompt.

We requested that participants respond to the robot using a
specific combination of

• Gaze: maintaining visual contact with the robot
• Gesture: responding to the robot’s prompt with a gesture (a
wave)

• Audio: responding to the robot’s prompt audibly (saying
“hello”).

Example inputs of the different response types are depicted in Fig. 4.
For the purposes of our intervention we considered responses that
consisted of only gaze to be non-compliant as the participant had
failed to follow the therapist’s directions (to say “hello” to them).

Our complete dataset was composed of 155 videos depicting the
PMT action, 118 videos depicting the REW action, and 73 videos
depicting the END action. The RGB data in the REW and END
actions was mirrored to increase the size of the under-represented
actions. The videos varied between 106 and 184 frames in length.
Fig. 1 shows a typical interaction scenario.

4.2 Data
Fig. 3 shows the structure of our DQN model. Inputs to the DQN
are video data depicting the interaction between the human and
the robot. Interventions (U ) are sequences composed of alternating
periods in which the robot delivers an action (at ) (e.g. SD, PMT,
etc.) followed by a window of explicit duration (5 seconds) in which
the robot expects some response from the human participant (ob-
servation, ot ). The length of the observation window matched the
delay observed during the collection of demonstrations. A typical
interaction consisting of T actions by the robot is thus defined as

U = ⟨a0,o0,a1, ...at ,ot ,at+1, ...,oT−1,aT ⟩ (4)

Each observation is a 2-tuple defined as

ot =
[
Vt ,pt

]
(5)

Here, Vt is the video data corresponding to the observation and
may consist of a variable number of frames fi , i = 0, 1, 2, ..., It .

Vt = ⟨f0, f1, ..., fIt ⟩ (6)

The variable pt in (5) is an integer representing the number of
prompts that the robot has delivered prior to the current observation
period. Each frame in (6) is composed of an RGB imageCi , an optical
flow image Pi , and a segment of audio represented as a spectrogram
(Ai ). Thus,

fi =
[
Ci , Pi ,Ai

]
(7)

All images and audio data were collected using the camera and
microphones available on the NAO robot (Fig. 2). To generate Ci
the original 640 × 480 image received by the NAO’s main camera
is cropped into a 299 × 299 image centered on the participant’s
face. The location of the face is identified using a Haarcascade filter
trained on human profiles.

The cropped Ci is resized to have dimensions of 64 × 64 and
converted to greyscale. We generate Pi using the change detection
method on these images [31].

The raw audio signal, as received by the NAO’s microphone,
is altered to mute the first few seconds of input. This is done to
remove variations in the input as a result of the robot greeting the
participants by name. The signal is then subject to a combination
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of spectral subtraction to remove ambient noise and smoothing
through the use of an FIR filter. Finally, the signal is passed through
a Mel-Spectrogram to generate a visual representation of the audio
data over time [35]. The complete audio is then split to generate Ai .
A total of It spectrograms of size 128 × 8, are developed from the
audio signal. The split occurs with a stride of 2 so that the first three
columns of Ai represent audio that took place in previous frames
while the later three columns represent audio that will occur in
the near future. By splitting the entire audio and combining each
instance ofAi , with its correspondingCi and Pi to generate a single
frame, we hope to build strong connections between the auditory
and the visual features that are observed in each frame.

4.3 Model Structure And Training
The DQN is trained to generate appropriate q-values for three
actions: PMT, REW, and END. Unlike traditional reinforcement
learning, DQN does not hold any explicit notion of states. Instead,
all observations for a given time,ot , are representative of the current
state of the system and are passed as an input to the DQN (depicted
in Figure 3) in order to generate q-values for the next action at+1.
The q-values learned are based on a reward function that generates
a reward of 1.0 for choosing the correct action (REW or END)
that ends the session. Extending the interaction (PMT) generates
a reward value of 0.2. We also maintain a discount factor 0.9. We
begin by passing each frame fi ∈ Vt into the network sequentially.
Each of the components Ci , Pi ,Ai ∈ fi is subsequently passed into
their own CNN. We use rectifier nonlinearities between each of
the layers of the network and use an ADAM optimizer to train our
system [29]. Our implementation is publicly available here [10].

4.3.1 Frame Features. We improve on our earlier implementa-
tion [11] by integrating a transfer learning approach when extract-
ing features from our RGB data. Transfer learning is the use of
a network, pre-trained on a large dataset, to classify novel data
[27]. The low-level features that these networks have been trained
to identify can be applied to discerning discriminative features in
novel data. Transfer learning approaches have proven especially
useful in situations where novel data is limited [30]. To that end, we
pass the Ci part of our input into an InceptionResNetV2 (IRNV2)
network [34]. The IRNV2 network was pre-trained on ImageNet
and currently possesses the highest accuracy among ImageNet clas-
sifiers that use CNNs. We replace the final fully connected layer of
the IRNV2 network with a 2048 feature vector (FC0).

The Pi and Ai inputs are also passed through their own CNNs
(PCNN andACNN respectively) though each are significantly smaller
in scale than the IRNV2 network. Both networks conclude by gen-
erating 2048 feature vectors in order to assign equal impact to each
of the three input sources. The outputs of all three CNNs (IRNV2,
PCNN, and ACNN) are then combined to create a single 6144 feature
vector. After each frame fi of Vt has been processed the significant
features from each of the I frames are placed into a I × 6144 matrix
which is then passed into a long-short term memory (LSTM) cell.

4.3.2 Temporal Features. In our model we use the LSTM layer to
learn feature variations between frames such as the movement of a
hand during a wave or the recognition of specific auditory patterns.
LSTM performs this functionality by deciding whether to retain

and forget features it has observed. If trained correctly, we consider
this ability very useful for real world robotics applications. Much
of the existing video classification and HAR work that uses deep
learning relies heavily on training data that consists of only a few
frames that explicitly show the task to be classified. This is rarely
the case in real world systems in which the majority of a video can
be composed of information that is unrelated to the classification
label. In our case, the act of waving or saying ‘hello’ can occur over
as little as 5% of a training video. LSTM has the potential to isolate
the significance of a pattern in a few frames while ignoring the
additional information in a sequence.

The LSTM cell also provides a secondary advantage for our sys-
tem in that it can process a sequence of variable length and output
a fixed length vector. Networks that fail to incorporate an LSTM
layer must, instead, maintain a fixed size when feeding inputs into
their networks. The demonstrations we observed can vary by up to
78 frames depending on the operators response time and system
latency. Attempts to crop this video length would likely exclude
important information while padding the shorter sequences to the
length of the longest demonstration would introduce significant
and unnecessary slow down to the system’s execution time. The
output of the LSTM is passed through a fully connected layer (FC1)
in order to generate a 1 × 3 feature vector.

The LSTM is capable of extracting feature information between
different frames ofVt but it is unable to extract the greater temporal
structure of U . As an example: our system’s PMT and END actions
are both called after observing non-compliant responses. However,
our ABA definition prohibits END from being executed before the
PMT action has been called at least once. The contents of Vt could
be identical (representing a non-compliant reaction), but without
information about the previous actions we cannot, with certainty,
correctly choose the next action. This inability to separate identical
states leads us to a problem of perceptual aliasing. To resolve this
confusion we provide, pt , the number of prompts that have been
delivered in aU thus far.We conclude our network by concatenating
the output of FC1 with pt and passing the new vector through a
final fully connected layer (FC2) in order to generate our q-values.

5 RESULTS
We evaluated the model described in Section 4.3 in order to assess
the influence of our design choices. We used eight participants
to evaluate our system, three of whom were not included in the
training data. We had each of the participants perform in the same
18 interactions described in Section 4.1. Returning participants
wore different attire from what was worn during the training data
collection in order to ensure that the observations were novel.

5.1 Simulation
In a simulation, we compared the accuracy of a model that pos-
sessed and one that lacked the temporal information provided by
pt . The model that lacked the temporal information was identical
in structure to the model depicted in Fig. 3 with the exception being
that we did not concatenate pt with the output of FC1 and instead
passed the 1 × 3 output of FC1 directly to FC2.

We assessed our model’s ability to correctly select the appropri-
ate action for a given input (accuracy).
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(a) (b)

Figure 5: Simulation Results

5.2 Human Participant
We evaluated our model using human participants. Based on our
simulation results we decided to evaluate only the model that in-
cluded the temporal information as it possessed a greater accuracy.
Our on-line model begins recording the video for ot as soon as
an action is selected to be executed and has a delay of 13 seconds
before the next action is selected. This provides a window of ap-
proximately 10 seconds in which a participant can respond without
having the participant’s response overlap the robot’s action execu-
tion. Preprocessing and evaluation of ot , collectively, takes about
1 second at the end of the observation window. During this time
observations for the subsequent state are not being collected.

Responses
Gaze Gestural Auditory Accuracy
No No No 95.8%
No No Yes 75.0%
No Yes No 25.0%
No Yes Yes 68.8%
Yes No No 87.5%
Yes No Yes 81.3%
Yes Yes No 6.3%
Yes Yes Yes 37.5%

Total 67.8%
Table 1: On-line Results of Varied Responses

Out of the responses that included a gestural component 34.4%
were correctly identified while 65.6% of all of the auditory responses
were responded to correctly.

5.3 Sequence Analysis
We investigated our model’s ability to learn sequential patterns
by observing the change in q-values as we varied the duration
of Vt (Fig. 6). To vary the duration we incrementally cropped the
number of frames present at the end ofVt and observed the q-value
predictions that were generated.

In Fig. 6 we present an analysis of four responses: an auditory
response (a), a gestural response that included gaze (b), a response
consisting of only gaze (c), and a response that lacked all three of
the aforementioned features (d). We performed analysis after every

5 frames of input. TheCi and Ai channels show a single frame that
occurred in the 5 frames prior to the evaluation.

The interactions presented are separated into three regions de-
pending on the audio content of the video. In the first section the
NAO greets the participant by name. In order to maintain the ubiq-
uity of the videos we muted all input to the NAO’s microphone
while the command is given. The second section is populated by an
extend period of ambient noise as the NAO executes an un-muted
waving motion. Finally, there is a period in which the participant
can respond without the additional noise of the robot’s operation.

6 DISCUSSION
Having tested our system both in simulation and using a live model
we not only show the potential of our system to learn a complex
high-level reasoning skill from limited data, but also show that
the model can be applied in a real-world HRI environment. We
investigate the network’s ability to correctly learn which actions
to execute according to raw observations and the influence of our
various structural considerations.

The results of both the simulation and live system indicate that
the model was able to learn the desired skill and was able to execute
appropriate actions for novel observations. Furthermore, the similar
accuracies observed through simulation and real-world models
suggests that the system can easily be adapted to a real-world
scenario with little impact to the system’s accuracy.

6.1 Perceptual Aliasing
When comparing the two simulated models (Fig. 5), we observed
identical accuracies when selecting the REW action indicating that
both models were able to learn very similar features. This was
expected as the delivery of the REW action was independent of the
presence of pt .

In both the simulation and real world systems we observed a
high accuracy when selecting non-compliant actions provided that
the models had access to the greater temporal information about
the interaction. In simulation there was a difference in accuracy of
21.0% between the model that had access to and one that lacked
pt supporting our assumption that the model would be unable to
function, or would function poorly, without its inclusion.

On several occasions the PMT action was incorrectly called in
response to compliant observations when pt = 0. As a result the
REW action observed an accuracy of 29.5% if called before the PMT
action. However after the PMT action the system would correctly
call the REW action 50.0% of the time and would call the END
action in the remainder of the compliant responses. Our system’s
preference for the PMT action could be the result of obtaining a
higher reward for interactions that last longer. During training
the q-value generated for the PMT action vary with the values of
actions performed in subsequent states. As q-values fluctuated, the
PMT action may have incorrectly been associated to a value higher
than it should. This inconsistency would eventually be resolved
with a longer training period as the q-values become more stable.

6.2 Feature Learning
The results in Table 1 reinforce the assertion that our model was
able to learn the features of the desired behavior: gestures and
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(a)

(b)

(c)

(d)

Figure 6: Q-values of Videos Segmented at Different Lengths.

auditory responses. Audio was a far more transparent symbol of
compliance as opposed to gesture, which proved weaker. In all of
the training examples participants had responded clearly by saying
‘hello’ as opposed to other auditory greetings such as ‘hi’. These
signals were easy to identify andwere highly similar across all of the
Mel-spectrograms. Gestural responses possessed greater variations.
Differences such as hand position, wave speed, wave duration, and
whether or not the participant kept their fingers together or apart
all generated highly different representations in the optical flow.
As a result our system had a harder time learning the generalizable
features of a wave.

Though the accuracy of auditory signals was high, it was not
100% accurate. Instances where auditory responses failed to elicit
the expected action classification could have been influenced by
changes in pitch and speech duration. Furthermore, changes that
occurred in Ci and Pi also influence the final action selection. This

is observable in responses that required the participant to maintain
visual contact with the robot. In all cases, except the auditory re-
sponse, the presence of gaze was associated with a decrease in the
likelihood that the model would correctly classify the action. By
assigning instances where the participant maintained visual con-
tact as non-compliant we may have inadvertently taught our model
to associate gaze, regardless of other features, as a non-compliant
responses.

6.3 Sequence Inference
We designed our model with an LSTM layer so that it would pos-
sess the ability to learn sequential information. We considered the
identification of audio signatures and movement patterns to be
pivotal to our system’s performance. Our results suggest that some
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useful patterns were understood but other additional features were
learned that were contrary to our expectations.

We first discuss features observed across all interactions before
detailing the differences that occurred when the type of response
was varied. In the three instances in which prompts had already
been delivered (a, b, and c) the q-values are similar during the
period where the NAO’s audio was muted. This indicates that there
was little to no bias towards any of the actions at the start of the
interaction and that bias was not introduced until after the audio
was no longer muted. This was not the case for the interaction
without a prompt (d) where when lacking a prompt our system
maintained a bias toward non-compliant actions, specifically the
PMT action. This was reinforced by our data in which the majority
of compliant classifications occurred after a prompt. The muted
region was followed by a section in which the system can hear
the ambient noise of the NAO waving. This section, in all cases, is
associated with a spike in the value of REW. Despite this fluctuation,
the q-values of future frames were not altered. We can conclude that
the LSTM layer had learned a pattern of silence followed by high
auditory activity which is present in all of our training examples
and is ignored since it is not discriminatory.

In the response that included an auditory component (Fig. 6(a))
there was a high degree of change in Ai at frame 105 when the
participant responded by saying “hello”. This corresponded with
a sharp spike in the value of the REW action compared to PMT
and END. The opposite happened during periods of quiet in which
the q-values of the non-compliant actions obtained a higher value.
As the video continued we saw that the q-value of REW increases
and surpasses (frame 145) that of the two non-compliant actions.
There is negligible difference between the Ci and Ai channels in
these frames suggesting that the LSTM layer enacts this change.
We conclude that our system learned that a period of quiet must
follow an auditory response in order to generate the REW action
assignment. While the correct action was selected in the given
interaction, a different interaction occurring at a more delayed time
could have been incorrectly assigned a non-compliant action and
negatively affected our system’s overall accuracy.

The gestural response (Fig. 6(b)) also possesses a sharp peak
in the value of the REW action. This change, unlike the auditory
response, did not appear at the same time as the change in Ai and
instead occurred at frame 135, as the participant concluded their
waving action (which had begun at frame 115). In this case, our
LSTM learned that the features indicating that a wave has occurred
must all be present before the q-value is altered. With the exception
of frame 150, the high q-value for rewarding the participant is
maintained until the response concluded.

When the observations lacked an auditory or gestural compo-
nent (Fig. 6(c) and Fig. 6(d)) the non-compliant actions maintained
high q-values throughout. However, there were variations between
interactions that took place before and after a PMT action. In the
case where PMT had been executed, the END action maintained the
highest q-value during the participant’s response. This advantage
was large, ensuring that the other actions would not be selected. If
the system had yet to perform a PMT, then the PMT action was most
favored, but in this scenario the margin was small. Despite this the
PMT action maintained superiority for most of the interaction. As
mentioned previously, the PMT action began the interaction with a

bias, but it appears that as the interaction continues this influence
wanes. Furthermore, the system still has a potential, though small,
to choose actions that are incorrect given the system’s greater tem-
poral structure such as performing the END action when a prompt
has not been previously delivered.

7 CONCLUSIONS
High-level reasoning about human activity has persistently been
a challenging task to solve. Though significant research has been
performed in order to generate solutions for singular problems,
few solutions have attempted to create a generalizable model. We
present a system that uses deep reinforcement learning in the form
of a DQN that is capable of learning skills from demonstrations. To
the best of the authors’ collective knowledge this is the first use
case of Deep Q-Learning for high-level LfD of a human interaction
that has been successfully implemented in a real world robotics
application. Our model was able to learn how to perform a behav-
ioral intervention with 68.1% accuracy in simulation and obtained
comparable results when delivered via a physical robot.

An in-depth analysis of our system indicated that our model was
able to correctly identify both auditory and gestural responses. Fur-
thermore, our model correctly delivered non-compliant responses
according to the greater temporal structure of the interaction. We
were also able to learn several sequential features of the observa-
tions including the ability to ignore the period prior to the partici-
pant’s response and the transition of features that is indicative of a
gestural response.

Our model, though capable, does possess a few limitations. In
order for our model to operate correctly, we had to explicitly pro-
vide information about the interaction’s greater temporal structure,
violating the black-box mentality of LfD. And though we were
able to respond to compliant responses, our model struggled to
generalize responses that exhibited greater variability in their rep-
resentation. Finally, though our model was able to learn useful
sequential patterns about the interaction it also learned patterns
that, while correct in our dataset, were inappropriate for following
the intervention’s protocol.

A larger set of training demonstrations is likely to further im-
prove our model’s accuracy, but the results we obtained with only
a limited sample of human interactions is indicative of the DQN’s
future potential. We intend to further improve upon our model
by incorporating temporal features into our action selection, that
don’t violate the tenants of LfD, using probabilistic models such
as Dynamic Bayes Networks. The internal temporal modeling of
the interaction will similarly be improved by introducing video
segmentation techniques to improve the LSTM nodes’ focus. Future
investigations will also test the potential of our design to generalize
to other problems with datasets that show greater variation.
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