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ABSTRACT

The message of news articles is often supported by the pointed use
of iconic images. These images together with their captions en-
courage emotional involvement of the reader. Current algorithms
for understanding the semantics of news articles focus on its text,
often ignoring the image. On the other side, works that target the
semantics of images, mostly focus on recognizing and enumerat-
ing the objects that appear in the image. In this work, we explore
the problem from another perspective: Can we devise algorithms to
understand the message encoded by images and their captions? To
answer this question, we study how well algorithms can describe an
image-caption pair in terms of Wikipedia entities, thereby casting
the problem as an entity-ranking task with an image-caption pair
as query. Our proposed algorithm brings together aspects of entity
linking, subgraph selection, entity clustering, relatedness measures,
and learning-to-rank. In our experiments, we focus on media-iconic
image-caption pairs which often reflect complex subjects such as
sustainable energy and endangered species. Our test collection in-
cludes a gold standard of over 300 image-caption pairs about topics
at different levels of abstraction. We show that with a MAP of 0.69,
the best results are obtained when aggregating content-based and
graph-based features in a Wikipedia-derived knowledge base.
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1. INTRODUCTION
Newspaper articles and blog posts are accompanied by figures which
consist of an image and a caption. While in some cases figures are
used as mere decoration, more often figures support the message
of the article in stimulating emotions and transmitting intentions.
This is especially the case on matters of controversial topics, such
as global warming, where emotions are conveyed through so-called
media-icons [29, 9]: images with high suggestive power that illus-
trate the topic. A picture of a polar bear on melting shelf ice is a
famous example cited by advocates stopping carbon emissions [27,
26]. As such, many images are able to broadcast abstract concepts
and emotions [25], beyond the physical objects they illustrate.
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Previous research has focused on the identification and labeling
of tangible objects that are visible in the image (e.g., PascalVOC [11],
MS COCO [20], Im2Text [28]). While this is an important prereq-
uisite towards image understanding, in this paper, we take a step
further and study how to identify the abstract (invisible) concepts
or themes that an image conveys. CaptionBot [38] aims at gener-
ating captions for a given image. However these also only focus
on the literal aspects. For the example in Figure 1b, the generated
caption states: “I think it’s a sign in front of a forest.”

This paper is concerned particularly with the identification and
ranking of these overarching concepts, that capture the message of
the image, hereafter called gist. Thus, we cast the problem of gist
detection as an entity ranking task with the following twist:

Task (Gist detection): Given an image-caption pair as query, rank
entities from Wikipedia according to how relevant they describe the
gist expressed in the image.

To address this task, we study the combination between (1) content-
based features, extracted from the analysis of Wikipedia text, and
(2) graph-based features obtained by analyzing Wikipedia’s under-
lying article-category graph. By using the knowledge base as a
graph, we represent the entities therein as nodes. For consistency,
in the following we use the term node to refer to Wikipedia enti-
ties. Consequently, a node that corresponds to the gist of an image
is referred to as gist node.

We approach the problem of detecting the gist that represents the
message conveyed by an image and its caption with the following
pipeline: First, detected objects in the image and detected entity
mentions in the caption are projected onto nodes of the knowledge
base (called seed nodes). Next, the node neighborhood of the seeds
in the knowledge graph is inspected as a possible set for gist candi-
dates. Finally, several graph and text measures are combined into a
node ranking.

Of course, this is only a simple representation of a much bigger
problem of interpreting images. Nevertheless, we see this study as
a starting point for following research on gist-based image search
and classification, detection of themes in images, and recommend-
ing images from the web when writing new articles for news, blogs,
and Wikipedia. But even in the simple form of casting image un-
derstanding as an entity ranking problem, we see immediate utility:
Being able to tag and annotate images with Wikipedia concepts
provides a new way of traversing large image collections, such as
Wikimedia commons (more than 30 million images). It also en-
ables the detection of fake photographic evidence on social media,
or whenever pictures are taken out of context and presented with a
political spin.

The underlying idea of the knowledge base expansion is based on
the following hypothesis: Especially for images and captions that
express an abstract meaning, such as media-icons, we assume that
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Mammals of Southeast Asia, Trees,

Orangutans, Botany, Plants

(a) Literal Pairing

Habitat Conservation, Biodiversity,

Extinction, EDGE species, Deforestation

(b) Non-literal Pairing

Habitat Conservation, Biodiversity,

Extinction, Politics, Protest

(c) Non-literal Pairing

Figure 1: Example image-caption pairs sharing either images or captions with their respective gist nodes1.

the concepts that describe the gist of the pair best, are neither vis-
ible on the image, nor explicitly mentioned in the caption. Exam-
ple of such entities transmitting the message referred to as gist are
global warming, endangered species, biodiversity, or sustainable

energy. Despite not being visible and consequently identifiable by
image recognition, the gist nodes will likely be in close proximity
to the objects in the image that are visible as well as to the enti-
ties mentioned in the captions. If this hypothesis is true, the node
neighborhood of the seed nodes will not only contain the true gist
nodes, but entity relatedness measures will help to pinpoint them.

We show through an extensive evaluation that the graph proper-
ties of nodes in the background knowledge base indicate that local
and global measures are required to select correct gist nodes. This
correlates with the overall working assumption that the gist of an
image-caption pair is a product of common knowledge (e.g., a po-
lar bear is an endangered animal), while being at the same time
topic-specific (e.g., the polar bear is endangered through loss of its
arctic habitat, partly caused by an increase in carbon emissions).

In this paper, we study the utility of our pipeline on a gold stan-
dard of 8200 true gist annotations (using relevance levels from 0 to
5), on more than 300 image-caption pairs about the discussed topic,
global warming. To study the effectiveness of different measures,
we use learning-to-rank as an experimentation environment.

Outline. We detail the problem statement and definitions in Sec-
tion 2 and the related work in Section 3. In Section 4, we detail
well-established methods that are used by our approach which is
described in Section 5. We report findings from our experimental
evaluation in Section 6 before concluding the paper.

2. PROBLEM STATEMENT AND

GOLD STANDARD
In this work, we call an image instance and its associated textual
caption an image-caption pair. Depending on the intention of the
image-caption pair, we distinguish two types of pairs as follows.
Literal pairs are those in which the caption describes or enumer-
ates the objects depicted in the image. Figure 1a exemplifies a lit-
eral image-caption pair. Non-literal pairs, where the media-iconic
pairs are a subclass of, are those which convey an abstract mes-
sage, complemented and/or controlled by the image. As a running

1http://www.reuters.com/article/us-environment-orangutan-
idUSKCN0Q50HN20150801, http://www.thehindu.com/opinion/
op-ed/how-oil-palm-could-kill-orangutans/article5777819.ece,
last accessed: 07/18/2016.

example, we use a topic on how deforestation affects endangered
species. Figure 1 depicts three image-caption pairs, where two of
them are on that topic and one (cf. Figure 1a) is a literal pair. When
used to enrich text, images form a union with their captions. To un-
derstand the gist of an image-caption pair, both the image and the
caption are needed. The image by itself might be given a differ-
ent message by changing the caption, while the same caption will
change semantics if accompanied by a different image.

For example, the pair in Figure 1a, presents an orangutan in what
seems to be a national park. The gist of this figure is “Mammals of
Southeast Asia”. By exchanging the caption it becomes apparent
that the gist is to stop deforestation to save an endangered animal
(cf. Figure 1b). Considering the corresponding caption thus allows
for disambiguation of the gist.

On the other hand, captions alone are often brief and when taken
out from the context of the image, they fail to convey the entire
message. For instance, by inspecting only the caption “Fight to
save Indonesia’s jungle corridors key for endangered orangutan.”,
it is not clear whether the focus is on the negative effects of defor-
estation as depicted in Figure 1b, or on people who fight against
the causes of these negative effects, as depicted in Figure 1c. Only
an image can disambiguate the gist. We consequently consider
image-caption pairs as the targeted queries for which gist entities
are ranked.

Furthermore, without a basic familiarity with the topic or domain
of the intended message, it is very hard even for humans to grasp
its gist from just looking at it. Media-icons nearly always play with
prior knowledge of the user and might be differently understood in
different cultural circles. (Our assessors are European.)

2.1 Research Questions
In this paper we are studying the following research questions ac-
cording to our task of gist detection (cf. Section 1).

RQ1: How to link objects and mentions to seed nodes? We hy-
pothesize that a simple string-match for linking image ob-
jects and entity mentions of the captions onto seed nodes
without direct disambiguation, best represents the initial image-
caption pair as query. The graph traversal and the re-ranking
will serve as indirect disambiguation strategy.

RQ2: How close are gist nodes to seed nodes? We further hy-
pothesize that good gist nodes are found in close proximity
to the seed nodes. We study proximity in three layers: seed
nodes, nodes in between seed nodes (intermediate nodes),
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and nodes two hops away from intermediate nodes (border

nodes). In RQ2 we study the distribution of highly relevant
gist nodes in these different layers and with respect to non-
literal, literal, and both types of pairs.

RQ3: What is the benefit of the node neighborhood? We hy-
pothesize that graph features, such as clusters and central-
ity measures, derived from the subgraph that includes bor-
der nodes, provide useful indicators for the true gist nodes.
In RQ3 we separately study features involving border nodes
from other features based on text as well as global graph
properties.

2.2 Gold Standard
To the best of our knowledge there is yet no dataset covering the
topic of non-literal image-caption detection, especially not includ-
ing both, literal and non-literal pairs. To arrive at a challenging
and realistic dataset, we collect images and captions for six top-
ics related to global warming from the newspaper The Guardian,
Our World magazine, and the website of the organization Union of
Concerned Scientists. We confirm that all of them fall in the class
of non-literal image-caption pairs.

To obtain equivalent literal image-caption pairs, we create an al-
ternative descriptive caption for each image. The result is a bal-
anced collection of 328 image-caption pairs (164 unique images).

Our aim is to evaluate the gist candidate selection and ranking
approach without the complications from imperfect image process-
ing (which is a research question for a different audience). Instead,
we assign objects in images with bounding boxes and textual la-
bels from a list of 43 object labels (e.g., Windmill, Solar panel,
Orangutan), which are visible on the images.

To study the gist detection task, for each pair (both literal and
non-literal) experts assess which of the nodes from the knowledge
base represent the gist expressed in the image-caption pair. Gist
nodes assessments are graded by relevance levels 0 to 5, from 0
(non-relevant), to 4 (relevant), reserving grade 5 for the six original
non-literal topics such as Biodiversity and six corresponding literal
topics such as Orangutan. Of the 8191 non-zero gist node annota-
tions in total (≈25 per pair), 3100 obtain a grade of 4 or higher.

To evaluate RQ1, annotators separately assess links between en-
tity mentions from the caption and objects of the image to nodes in
the knowledge base.

Compared to other test collections in computer vision, this dataset
of 328 “queries” is rather a small collection. However, this is the
first test collection for literal and non-literal image-caption pairs
with gold standard gist annotations and simulated object tags2.

3. RELATED WORK
This work touches on different research communities evolving around
the fields object detection from images, entity linking and retrieval,
and using graph structure and content of knowledge bases.

Object detection from images. Triggered through benchmark col-
lections, for image retrieval [37] and benchmarking tasks [33], a
large body of works focuses on how to detect objects in images
(e.g., PascalVOC [11], MS COCO [20], Im2Text [28]). These ei-
ther train object detectors from images with bounding box annota-
tions or use captions to guide the training or generate captions for
images, based on an unsupervised model from the spatial relation-
ship of such bounding boxes [10].

Since many images are accompanied by captions, approaches
have been devised that use text in such captions to aid the detection

2https://github.com/lweiland/GistDataset

of objects and actions depicted in the image. This idea is exploited
using supervised ranking [16], using entity linking and WordNet
distances [39], and using deep neural networks [35]. One appli-
cation is image question answering [32]. Research to this end has
thus far focused on literal image-caption pairs, where the caption
enumerates the objects visible in the image. In contrast, the empha-
sis of this work is on non-literal image-caption pairs with media-
iconic messages, which allude to an abstract gist concept that is not
directly visible.

Even though datasets such as ImageNet, provide over 14 Mio.
images, only 8% have bounding boxes, which are crucial for train-
ing object detectors. The lack of such training material is the only
barrier for application in our domain. For this reason and to facili-
tate reproducibility of our research, we only simulate object detec-
tion in this work.

Entity linking. Detecting entity mentions in text and linking them
to nodes in a knowledge base is a task well studied in the TAC
KBP venue [24]. Most approaches include two stages: The first
stage identifies candidate mentions of entities in the text with a dic-
tionary of names. These candidates are disambiguated in the fol-
lowing stage using structural features from the knowledge graph,
such as entity relatedness measures [5] and other graph walk fea-
tures [36]. A prominent entity linking tool is the TagMe! system
[12]. A simpler approach, taken by DBpedia spotlight [22], focuses
on unambiguous entities and breaks ties by popularity. We evaluate
both approaches in Section 6.

Entity retrieval. We cast our gist detection task as an entity re-
trieval task, with an image-caption pair as the query. Entity retrieval
tasks have been studied widely in the IR community in INEX and
TREC venues [8, 1]. The most common approach is to represent
entities through textual and structural information in a combination
of text-based retrieval models and graph measures [41].

Different definitions of entities have been explored. Recently, the
definition of an entity as “anything that has an entry on Wikipedia”
has become increasingly popular. Using entities from a knowledge
base that are (latently) relevant for a query for ad hoc document
retrieval has lead to performance improvements [6, 31]. More-
over, using text together with graphs from article links and cate-
gory membership for entity ranking has been demonstrated to be
effective on freetext entity queries such as "ferris and observation
wheels" [7]. In contrast to this previous work, our paper focuses on
a graph expansion and clustering approach.

In order to facilitate robust ranking behaviour, clustering is often
combined into a back-off or smoothing framework. This has been
successfully applied for document ranking by Raiber et al. [30],
and our approach adopts it for the case of entity ranking.

Topic and document cluster labeling. Other research directions
that are closely related to ours are concerned with labeling pre-
computed topic models [21, 18] and with labeling document clus-
ters [4]. Topic model labeling is the task of finding the gist of
a topic resulted from probabilistic topic modeling. Solutions to
these related problems make implicit or explicit use of knowledge
about words and concepts harvested from a document corpus. Such
knowledge is not available for our problem rendering most of these
approaches inapplicable.

Entity relatedness. The purpose of entity relatedness is to score
the strength of the semantic association between pairs of concepts
or entities. The research on this topic dates back several decades [40],
and a multitude of approaches have been researched. Among them,
we place particular emphasis on measures that use a knowledge
base for computing relatedness. We distinguish two main direc-
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tions: (i) works that use the textual content of the knowledge base [14,
17], particularly Wikipedia, and (ii) works that exploit the graph
structure behind the knowledge base, particularly Wikipedia or Free-
base hyperlinks [23], DBpedia [34, 19].

4. PRELIMINARIES
The main idea behind our approach is that a general-purpose knowl-
edge base such as Wikipedia can aid the algorithmic understanding
of the message conveyed by image and caption. We hypothesize
that the way articles and categories are connected in Wikipedia can
be exploited to identify nodes that capture the gist of the image-
caption pair.

4.1 Knowledge Graphs
Given a knowledge base, we define a knowledge graph as the di-
rected or undirected graph KG(V,E, T, τ) such that the set of
nodes V contains all nodes representing entities in the knowledge
base, every edge eij ∈ E corresponds to one relation in the knowl-
edge base between two nodes vi and vj , the set T contains the
relation types in the knowledge base, and the function τ : E → T

assigns each edge in E exactly one type in T . In this paper, we
mostly consider the knowledge graph undirected, unless specified
otherwise. In the following, we shortly explain preliminaries that
are applied within our pipeline, but that are not part of our contri-
bution.

Node properties. One of the most commonly used properties of
nodes is their degree [15]. The degree of a node is the count of
all edges that are adjacent to it. Another property of nodes is their
tendency of being part of triangles called local clustering coeffi-

cient [15]. It is computed as the probability that any two random
neighbors of a node are connected themselves.

Our intuition is that, these measures help to find a balance be-
tween specific and trivial nodes, and thus, the correct gist nodes.
The degree and clustering coefficient of nodes are local measures
that describe the nodes only in their closest vicinity.

Graph centrality measures. In the domain of network analysis,
a wide range of graph centrality measures have been used with the
purpose of locating the most important or influential nodes in the
network. The PageRank [3] scores nodes based on their stationary
probability that a random surfer will visit them. Betweeness cen-
trality [13] defines a node as the more important the more often it
lies on the shortest path between any two nodes in the graph.

Given a knowledge graph KG, as we detail later, our approach
makes use of a distance metric σ(−1) : V × V → ℜ+ between
two nodes. This metric captures the inverse of a similarity, relat-
edness, or semantic association measure between the concepts that
are represented by the nodes. There are two of the main classes of
measures: (i) those based on textual content associated with nodes
and (ii) those based on a graph measure. In this work we are inter-
ested in using both content and graph structure.

4.2 Entity Relatedness

Content-based relatedness. Additionally we incorporate a content-
based measure of relatedness. As each node in the DBpedia knowl-
edge graph has a corresponding article in Wikipedia, we leverage a
retrieval index on Wikipedia articles.

For a given entity mention, an object tag, or textual representa-
tion of the whole image-caption pair, we can use a retrieval model,
which uses a query likelihood, to associate a measure of relevance
with each node.

Graph-based relatedness. A great variety of semantic relatedness
measures have been studied [40]. We follow Hulpus et al. [19] who
introduce the exclusivity-based measure, which we use as a node
metric σ(−1). The authors found that it works particularly well
on knowledge graphs of categories and article membership (which
we use also) for modeling concept relatedness. It was shown to
outperform simpler measures that only consider the length of the
shortest path, or the length of top-k shortest paths, as well as the
measure proposed in [34].

The exclusivity-based measure assigns a cost for any edge s
r
→

t of type r between source node s and target node t. The cost
function is the sum between the number of alternative edges of type
r starting from s and the number of alternative edges of type r

ending in t, as shown in Formula 1.

cost(s
r
→ t) = |{s

r
→ ∗}|+ |{∗

r
→ t}| − 1, (1)

where 1 is subtracted to count s
r
→ t only once.

The more neighbors connected through the type of a particular
edge, the less informative that edge is, and consequently the less
evidence it bears towards the relatedness of its adjacent concepts.
By summing up the costs of all edges of a path p, one can compute
the cost of that path, denoted cost(p). The higher the cost of a path,
the lower its support for relatedness between the nodes at its ends.
Thus, given two nodes, s and t, their relatedness is computed as
the inverse of the weighted sum of the costs of the top-k shortest
paths between them (ties are broken by cost function). Each path’s
contribution to the sum is weighted with a length based discounting
factor α:

σ(s, t) =

k∑

i=1

α
length(spi) ×

1

cost(spi)
(2)

where spi denotes the i’th shortest path between s and t. α ∈ (0, 1]
is the length decay parameter and k is a number of shortest paths to
consider.

5. APPROACH: GIST DETECTION
As previously stated, the main idea behind our approach is that
given a knowledge graph that covers the subject of the image-caption
pair, the gist nodes lie in the proximity of the concepts mentioned in
the caption or illustrated in the image. Furthermore, we define fea-
tures of candidate gist nodes based on their graph relations. These
come from different pipeline steps where we introduce them and
are used in a final supervised reranking (Step 5). We present these
steps as a pipeline that is illustrated in Figure 2. To further transmit
the intuition of the approach, we make use of a running example
(Figure 1) that shows each step according to the pipeline in Fig-
ure 2. The running example will be the media-iconic pair of Fig-
ure 1b. As explained in the gold standard (cf. Section 2), objects are
given, e.g., “orangutan” and “sign”. From the caption we extract
mentions, e.g.,“wildlife corridor”, “Indonesia”, and ”orangutan”.
Those objects and mentions serve as input data for Step 1, where
we continue with our running example.

5.1 The Knowledge Graph
Wikipedia provides a large general-purpose knowledge base about
objects, concepts, and topics. Furthermore, and even more impor-
tantly for our approach, the link structure of Wikipedia can be ex-
ploited to identify topically associative nodes. DBpedia is a struc-
tured version of Wikipedia. All DBpedia concepts have their source
in Wikipedia pages. In this work, our knowledge graph contains as
nodes all the Wikipedia articles and Wikipedia Categories. As for
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Entity 

Linking

Intermediate 

Graph 

Expansion

Border Graph 

Expansion

Gist Candidate 

Selection

Supervised 

Node Ranking

Seeds Intermediates Borders

Image-caption pair

Figure 2: Gist extraction and ranking pipeline for a given image-caption pair. For simplicity, in this figure we omit the edges between nodes.

edges, we consider the following types of relations T , named by
their DBpedia link property:

• dcterms:subject The category membership relations that link
an article to the categories it belongs to, e.g., Wildlife corri-
dor dcterms:subject Wildlife conservation.

• skos:broader Relationship between a category and its parent
category in a hierarchical structure, e.g., Wildlife conserva-
tion skos:broader Conservation.

• skos:narrower Relationship between a category and its sub-
categories, e.g., Conservation skos:narrower EDGE species.

5.2 Step 1: Image and Caption Node Linking
The first step is to project objects depicted in the image and entities
mentioned in the caption onto nodes in the knowledge base.

To identify and create entity links for concepts mentioned in the
caption to Wikipedia, we identify nouns and noun phrases in the
caption as candidates for entity mentions. These candidate men-
tions are linked to the knowledge base nodes, which we call cap-

tion nodes in the following.
Where entity linking for text is a well established field, meth-

ods for linking objects in images to knowledge base nodes is still
an open research question. As a consequence, out-of-the-box ob-
ject detectors only provide limited object vocabulary trained on a
dataset with bounding box information, i.e., bicycles, people, fruits,
and houses. For the purpose of this work, we simulate an object
recognizer and provide manual tags for a variety of theoretically
recognizable object classes such as “grass”, “orangutan”, “vegeta-
tion”, or “sign”. Linking these object class labels to knowledge
base nodes yields a set of image nodes. The mapped caption and
image nodes are called seed nodes in the following.

We use a simple entity linking strategy that is both applicable to
caption nodes and image nodes which are linked to nodes in the
knowledge graph that represent articles as follows: First, we at-
tempt to link noun phrases and image labels with exact matches to
the article title. Whenever we would link to a title of a disambigua-
tion page, we include all redirected articles that are within 2-hop
distance to already-linked nodes. (Using unambiguous links for
disambiguation is a standard entity linking strategy.)

In the experimental evaluation in Section 6, we demonstrate that
this approach is as successful as using the TagMe [12] entity linking
system for the domain at hand.

Example. As shown in the pipeline (Figure 2) objects in the image
(orangutan, sign, trunk, tree, ground, and vegetation) and the en-
tity mentions of the caption (fight, Indonesia, jungle, corridor, key,
and orangutan) are linked to seed nodes, e.g., Wildlife corridor and
Orangutan (Figure 3, depicted in grey).

5.3 Step 2: Intermediate Graph Expansion
Especially for media-iconic pairs, the gist refers to an abstract non-
depictable concept, such as Endangered Species. Therefore, Step 1
may not be sufficient to identify such a gist by simple entity linking.
However, one of our hypotheses is that gist nodes will be found in
the knowledge base on paths between seed nodes.

In order to extract the nodes that enable the connection between
the seed nodes, we extract all the paths with length shorter than 4,
i.e., 2-hop, that connect all pairs of seeds. We call the nodes on
these paths, except the seed nodes, intermediate nodes. The graph
resulted from combining all the nodes on these paths (including
the seeds) as well as the edges of the paths, is what we call the
intermediate graph.

Example. Figure 3 shows the paths shorter than 4 edges that con-
nect the three concepts: Orangutan, Indonesia and Wildlife corri-

dor. Note that there is no path shorter than 4 directly connecting
Indonesia to Wildlife corridor.

5.4 Step 3: Border graph & Metric
In order to further assess the graph properties of the seeds and inter-
mediates, we expand the graph that contains all their 2-hop neigh-
bors and the edges between them. We name this graph the border

graph. The nodes that are added to the graph as a consequence
of the expansion are called border nodes, as they lie between the
seeds, intermediates, and the rest of the knowledge graph. Figure 4
shows a part of the border graph obtained from expanding the in-
termediate graph shown in Figure 3.

For all the nodes in the border graph, we compute a distance
metric σ between all nodes in the border graph. Actually, it suffices
to compute σ(x, y) for x ∈ S ∪ I and y ∈ S ∪ I ∪B.

between each seed and intermediate node as well as all border
nodes and seed/intermediate nodes. This metric is used in two ways
when extracting the top gist candidates:

• Step 4a) clustering the seed and intermediate nodes;

• Step 4b) selecting border nodes close to clusters.

OrangutanBorneoIndonesia

Lone Drøscher

Nielsen

Conservation 

biology

%LUXW¡�

Galdikas
Wildlife 

corridor

Seed node Intermediate node

Figure 3: Example of intermediate graph for the image-caption pair
in Figure 1 b.
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Orangutan

Bornean 

Orangutan

Kalimantan

BorneoIndonesia

Lone Drøscher

Nielsen

Orangutan 

conservation

Conservation 

movement

Conservation 

biology

Conservation

Habitat 

Conservation

Habitat Biodiversity

EDGE 

species

Conservation 

in Indonesia

%LUXW¡�

Galdikas

Wildlife 

corridor

Wildlife 

conservation

Environment in 

Indonesia

Seed node Intermediate node Border node

Urban studies 

and planning 

terminology

Tool using 

mammals

Figure 4: Border graph example for image-caption pair in Fig-
ure 1 b. For simplicity, the image does not make the distinction
between article nodes and category nodes, and it also omits edge
directions and edge costs.

As metric choices for the metric σ, we focus on the semantic
relatedness measure defined in Equation 2, Section 4. This mea-
sure ingests information from the border nodes into the metric for
two nodes from the joint seed/intermediate set (which is one way
in which we exploit the border nodes). For this and many other
graph-based measures it is sufficient to only consider the border
graph. As the border graph is expected to be much smaller than the
complete knowledge graph, this provides an upper bound on the
computational complexity of this approach.

Example. According to Figure 4, with this step we include many
border nodes such as, Habitat, Biodiversity, and EDGE species.
Some of these constitute good candidates for gist nodes. But more
importantly they affect the pairwise metric distance between the
seed nodes. From the sparse information in the intermediate graph
(Figure 3), it seems that Indonesia and Wildlife Corridor are equally
far apart from Orangutan. However, metric uses information from
the border graph to identify that Indonesia and Orangutan are much
closer than Wildlife Corridor and Orangutan. An illustration of the
distances is given in Figure 5.

5.5 Step 4a: Cluster Seed and Intermediates
After the previous step, we obtain a graph that contains all the con-
cepts from the image and its caption, as well as multiple other con-
cepts from the knowledge graph that lie in close proximity. As pre-
viously stated, our assumption is that the gist nodes are part of this
graph, and that their graph properties will make them identifiable.
However, a challenge is that often, an image-caption pair covers
multiple sub-topics. Directly using the border graph between in the
presence of multiple topics, will most often result in semantic drift
and low-quality results.

To overcome this issue, we propose to identify weakly related
sub-topics of an image-caption pair by clustering the joint set of
seed and intermediate nodes based on their pairwise metric σ. We
therefore anchor the set of gist candidate nodes to concepts that
only arise in the context of the particular image-caption pair. To this
end, we use the metric σ between all pairs of the joint seed and in-
termediate set, and apply Louvain clustering [2], a non-parametric
modularity optimization network clustering algorithm. This clus-
tering results in groups of seeds and intermediates that broadly cor-
respond to different sub-topics of the image-caption pair.

Example. For the example in Figure 4, this step identifies several
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Indonesia
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Figure 5: Example of seeds and intermediates, clustered based on
their pairwise metric.

clusters, of which two are illustrated in Figure 5: Cluster C1 is
about wildlife conservation, containing the seed node Wildlife Cor-

ridor, and cluster C2 represents topics about Indonesia, including
both Orangutan and Indonesia.

5.6 Step 4b: Selecting Top Border Nodes
In this step, we identify a subset of suitable border nodes that would
make good gist candidates. We hypothesize that these border nodes
are close to any of the clusters according to the metric σ. We there-
fore compute for every border node x, its average metric distance
σ̄ for every cluster C as shown in Formula 3.

σ̄(x,GC) =
1

|SC ∪ IC |

∑

y∈SC∪IC

σ(x, y) (3)

In order to keep the number of gist candidates reasonable, for each
cluster we select the top-k closest borders as well as all seeds and
all intermediates. These nodes constitute the candidate node set
which is ranked in the following step.

Example. The association of top border nodes with the two exam-
ple clusters is illustrated in Figure 6. For instance, the wildlife clus-
ter C1 includes Habitat and Biodiversity, where both Orangutan

Conservation and the the geographic region Kalimantan are asso-
ciated with cluster C2. The border node Conservation is associated
with both clusters. These border nodes are included in the candi-
date set, in contrast to borders with a high distance such as Urban

studies and planning terminology which are left out.

5.7 Step 5: Supervised Node Ranking
For each of the candidate nodes, a feature vector is created and
ranked for relevance with supervised learning-to-rank. The feature
vector consists of features listed in Table 1 collected from the vari-
ous steps of the pipeline:

Seed and intermediate features (Step 1–2). Seed and intermedi-
ate nodes are distinguished by two binary features. For all the nodes
in the intermediate graph, we compute and retain their betweenness
centrality and their PageRank score as features.

Border features (Step 3–4). After the expansion into the border
graph, we introduce a feature indicating the border nodes.

We leverage information from the clustering step by associating
each node with its proximity σ̄(n, c) (inverse metric) to the nearest
cluster c. This feature is also used as an unsupervised baseline in
the experimental evaluation.

As border nodes can be associated with more than one cluster (cf.
Conservation in Figure 6) we additionally add features capturing
the sum (and average) proximity to all clusters

∑
c
σ̄(n, c).

We assume that the more seed nodes are member of a cluster, the
more relevant this cluster is for expressing the gist of the image-
caption pair. This assumption is expressed in two features: a binary
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Figure 6: Example of clusters of seeds and intermediates, extended
with their most highly related border nodes (top borders). The bor-
der nodes that have only weak semantic associations to the clusters
are filtered out (e.g., Tool using mammals and Urban studies and

planning terminology).

Table 1: Features for supervised re-ranking. Border features
marked with X; baselines marked with †.

Description Step feat. set

is seed node? 1
is intermediate node? 2
is border node? 3 X
Page Rank on intermediate graph 2
Betweenness Centrality on intermediate graph 2
max node-cluster relatedness 4 X †

avg node-cluster relatedness 4 X
sum node-cluster relatedness 4 X
is member of cluster with most seed nodes 4 X
is member of cluster with most seed/intermediate nodes 4 X
fraction of seeds in cluster 4 X
fraction of seeds and intermediates in cluster 4 X
query likelihood on KB text cont. †

indegree of node glob.
clustering coefficient glob.

feature indicating nodes which are members of the cluster that con-
tains the highest number of seed nodes; and a fraction of all seed
nodes that this node is sharing a cluster with (summing fractions
for nodes with multiple cluster memberships).

Exploiting potential benefit of the joint set of seed and intermedi-
ate nodes, we further indicate membership of the cluster with high-
est number of nodes that are seed or intermediate nodes, as well as
the fraction of all seed or intermediate nodes in shared clusters.

Content features. We include a content-based similarity measure
for image-caption pairs. For this we concatenate all (distinct) en-
tity mentions from the caption and all object annotations from the
image as a keyword query. We use the query to retrieve textual
content associated with article and category nodes using the query
likelihood model with Dirichlet smoothing. We use this retrieval
model to only rank nodes in the candidate set relative to each other.

We use this ranking as a baseline for the experimental evaluation
and include the reciprocal rank as a node feature.

Global features. Finally we also include global node features that
are independent of the image-caption pair. These include the inde-
gree of a node in the graph as well as the clustering coefficient.

These generated feature vectors serves as an input for a listwise

Table 2: Number of image and caption nodes after entity linking.

Non-Literal Literal Overall

Image Caption Image Caption
Unique nodes 43 684 43 306 806

Total occurrences 640 1412 640 843 3535

Table 3: Correctness of different entity linking methods for image
and caption nodes. ("No answer" counted as mistake.)

Linking Method P R

String2Article 0.9 0.97
String2Category 1.0 0.27
TagMe 0.7 0.83
Wikipedia index 0.81 0.98

learning-to-rank model, trained with respect to the target metric
Mean-average precision (MAP). The model is evaluated with five-
fold cross validation based on MAP, NDCG, and Precision@k.

6. EXPERIMENTAL EVALUATION
The utility of our pipeline is evaluated on gold standard annotations
on 328 image-caption pairs from the wide topical domain of global
warming. The evaluation is presented according to the research
questions (RQ) of Section 2.1. In the gold standard gist nodes are
assessed with a grade, ranging from 0-5, where 0 is non-relevant
and 5 represents maximally relevant. Unless noted otherwise, we
binarize the assessments and call a node relevant if and only if it is
rated with a grade of 4 or 5. Among all relevant nodes in this study:
54,6 % of all gist nodes are entities and 45,4% are categories.

Experimental setup. We use a combined knowledge base align-
ing Wikipedia (WEX dump from 2012), Freebase (from 2012), and
DBpedia (from 2014). This knowledge base is used to entity link-
ing, deriving edges for the graph, and the content-based retrieval
methods. The knowledge base is indexed with Galago.3 With re-
spect to the relatedness measure we use for metric σ(−1), we follow
Hulpus et al. [19], Formula 2. We use their settings for hyperpa-
rameters α = 0.25 and take the k = 3 shortest paths.

6.1 RQ 1: Seed node linking
We first evaluate the entity linking performance of the simple string-
match method used in Step 1 to produce a set of image nodes and
caption nodes. These together form the set of seed nodes. We use a
separate gold standard to evaluate the correctness of the established
links (i.e., not the gold standard in Section 2, which is used in RQ2
and RQ3). We verify all links for correctness, especially those with
multiple meanings. In our application domain of global warming,
most entities and objects denote general concepts as common nouns
– people and organizations are an exception.

Image and caption nodes. We find that a total of 806 different
nodes are reached from image or caption across all pairs. These
result in 3535 links from image objects or caption mentions across
the dataset. In total, only 5 noun phrases in captions are not linkable
to the knowledge base (e.g., underwater view).

Table 2 presents the total number of different image nodes and
caption nodes, where we distinguish between literal and non-literal
image-caption pairs. We see that all images make use of an object
vocabulary that can be disambiguated to 43 different nodes (dif-
ferent senses are counted multiple times) with a total frequency of

3http://lemurproject.org/galago.php
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Table 4: Quality of gist candidate selection method. Significance is
indicated by * (paired t-test, p-value ≤ 0.05).

Avg cands. P R F1 ∆F1%

Seeds 8.6 0.18 0.16 0.17 0.0
Intermediates 11.4 0.19 0.22 0.21 +19.0%*
Top Borders 31 0.09 0.30 0.14 -21.4%*

Table 5: Statistics about proportion of highly ranked gists (grade >
3 and grade > 4), with respect to the found gist nodes in Table 4).

Grade 4 or 5 Grade 5
All Non-Lit. Literal Non-Lit. Literal

Seeds 53.79% 53.46% 53.96% 57.89% 70.75%
Intermediates 21.05% 21.70% 20.73% 07.89% 17.92%
Borders 25.16% 24.84% 25.32% 34.21% 11.32%

640 linkable objects across all images. As each image gives rise
to a literal and non-literal pair, there is no difference between these
columns. We observe a much wider range of nodes when linking
entity mentions in the caption. In particular we notice a smaller
vocabulary for literal image-caption pairs (306 unique nodes) com-
pared to non-literal pairs (684 unique nodes), where each node is
mentioned about three times on average. However, we find that the
caption nodes set from literal versus non-literal pairs have nearly
no overlap.

Entity linking. The set of seed nodes is formed by the union of
image and caption nodes. In Step 1 we link objects/mentions to ar-
ticle nodes. However, the same procedure could have been applied
to category names as well. We first compare these two methods in
comparison to entity links produced by the TagMe system. Further-
more, we use the retrieval index of texts associated with nodes and
output the top ranked node (Wikipedia index).

Table 3 presents precision and recall achieved by these four meth-
ods on the set of all 806 unique image/caption nodes. We find that
all methods perform reasonably well, where the category-based
linking strategy cannot associate a vast majority of 581 objects /
mentions. In particular, we find that our heuristics in Step 1 out-
performs TagMe and is better in precision than retrieving from the
Wikipedia index.

Discussion Step 1. The TagMe system is a strong state-of-the-art
entity linking system. How can it be outperformed by such simple
heuristics? TagMe is particularly strong whenever interpretation
and association is required, for instance to disambiguate ambiguous
people names, organizations, and abbreviations. In contrast, the
concepts we are linking in this domain are mostly common nouns,
for which Wikipedia editors have done the work for us already. In
the remaining cases that need disambiguation, our heuristic is likely
to encounter a disambiguation page. At this point, we are using a
well known disambiguation heuristic by using graph connections
to unambiguous contextual mentions/objects.

We conclude that our simple entity linking method on articles
works much better than on categories and as well as TagMe, thus
its use is justified in our pipeline.

6.2 RQ2: Distribution of Relevant Gist Nodes
The research question is, whether good gist nodes are found in
close proximity neighborhood to the directly depicted and men-
tioned seed nodes. We distinguish proximity in the three expansion
layers of seed nodes, intermediate nodes, and top border nodes and
evaluate the benefits of each graph expansion step.

Benefits of expansions. Taking nodes with gist grades of 4 and
5 as relevant, we study how precision and recall changes with the
different expansion/filtering steps along the pipeline (Step 1, 2, 4b).
The results are presented in Table 4, where we give precision, re-
call, and F1 together with the number of average candidates per
image-caption pair. In order to judge the significance of improve-
ment for F1 we evaluate with the relative increase in precision, on a
per-image-caption-pair basis, and report the average (denoted ∆).
Significance is verified with a paired-t-test with level 0.05.

We find that especially the expansion into the intermediate graph
increases both recall and precision. While the increase in F1 is rel-
atively small, it is statistically significant across the image-caption
pairs, where it yields an average increase of 19%.

The expansion into the border graph of Step 3 and its contraction
to the closest border nodes in Step 4b yields the new set of top
border nodes. While it increases recall quite drastically, the loss in
precision leads to a significant loss in F1 (over the seed set).

Visible versus invisible gists. We subdivide the set of true gists
(grade 4 or 5) into visible gists and invisible gists. Visible gists
can be depicted, such as Orangutan or Plants. In contrast, invisi-
ble gists are non-tangible concepts such as Biodiversity. Confirm-
ing our intuition, we find a much higher fraction of non-visible
gists in the candidate set of non-literal image-caption pairs (34%)
than in literal image-caption pairs (10%). This trend is even more
pronounced when we look at the seed sets associated with image-
caption pairs, where 99% of relevant seeds for literal image-caption
pairs are visible.

Distribution of high quality gists. We change perspective and ask
in which expansion set the majority of high-quality gists are to be
found. Initially, we hypothesized that especially for non-literal cap-
tion pairs, fewer good gists will be found in the seed set, which mo-
tivated the graph expansion approach. Accordingly we separately
report findings on literal and non-literal subsets.

We study two relevance thresholds in Table 5, for relevant gists
(grade 4 or 5) as well as a stricter threshold including grade 5 only.
Gists graded with 5 are limited to the one major gist of the image-
caption pair, which in almost all non-literal cases refers to an ab-
stract topic such as Biodiversity.

Focusing on the distribution relevant gists (grade 4 or 5) in Table
5, left, we notice that more than half of the gists are already con-
tained in the seed set and about 20% are found in the intermediate
set. The much larger border set still contains a significant portion
of relevant gists. Focusing on the differences between literal and
non-literal pairs, we verify that there are no significant differences
between the distributions. Where gists with grade 4 or 5 are highly
relevant, they still include the most important visible concepts for
non-literal image-caption pairs.

However, if we focus only on the distribution of gists with grade
5 in Table 5, right, we notice that 71% of high-quality gists in literal
pairs are found in the seed set which is in stark contrast to only
58% for non-literal pairs. Also, for non-literal image-caption pairs
we found the most useful gists in the set of border nodes with high
cluster proximity.

Discussion of Steps 2–4. We confirm that many relevant (grade 4)
and high-quality (grade 5) gists are found in the seed set and the
node neighborhood. The large fraction of nodes available in the
border set (compared to the intermediate set) suggests that limit-
ing the intermediate graph expansion in Step 2, to be between seed
nodes is too restrictive. We see our initial assumptions confirmed
in that literal image-caption pairs, which is where most of the re-
lated work is focusing on, contain more visible gists, and those are
directly visible/mentioned. For non-literal pairs, the high-quality
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Table 6: Entity ranking results (grade 4 or 5) of supervised learning-to-rank. Significance is indicated by * (paired t-test, p-value ≤ 0.05).

Both Non-Literal Literal
MAP ∆% NDCG P MAP ∆% NDCG P MAP ∆% NDCG P

@10 @10 @10 @10 @10 @10
All Features 0.69 0.0 0.73 0.7 0.56 0.0 0.6 0.56 0.82 0.0 0.87 0.84
All But Borders 0.66 -4.35%* 0.7 0.67 0.54 -3.5% 0.57 0.55 0.78 -4.88%* 0.83 0.8
Only Borders 0.63 -8.70%* 0.64 0.64 0.52 -7.14%* 0.54 0.52 0.73 -10.98%* 0.74 0.76
Wikipedia ranking 0.43 -37.68%* 0.48 0.37
max node-cluster relatedness 0.29 -57.97%* 0.57 0.40

gists are not only invisible, but also more often only implicitly
given. Nevertheless, the graph-based relatedness measures are able
to identify a reasonable candidate set.

6.3 RQ3: Value of Border Features
The last research question assesses the quality of our supervised
node ranking. We further inspect the question whether features
generated by global and local graph centrality measures, especially
those derived from border graph expansions enhances the overall
gist node ranking.

For this study we use a supervised learning-to-rank approach to
evaluate the benefit of the feature sets. Here we use the RankLib4

package using all features, in comparison to the subset of border
features only (cf. Step 5), and all but the border features. We train
RankLib using the ground truths of gist nodes (grade 4 or 5 as rel-
evant) optimizing for the metric mean-average precision. We use
coordinate ascent with a linear kernel and perform 5-fold cross val-
idation using each image-caption pair as one “query”. This way we
predict 328 node rankings for all image-caption pairs, while keep-
ing training and testing data separate.

To assess the different aspects of content and semantic relat-
edness, we compare the results of Step 5 with the three feature
sets and two baselines (marked with † in Table 1): One retrieves
Wikipedia text using the query likelihood model on all entity men-
tions and object annotations concatenated, the other is based on an
unsupervised ranking according to the maximal node-cluster relat-
edness measure, as described in Step 4. We use a learning-to-rank
a model to study the value of border features (marked with b in Ta-
ble 1). The results in Table 6 are tested for significance (p-value
≤ 0.05).

We study the research question with respect to both, non-literal,
and literal pairs in Table 6, where we report ranking quality in
terms of mean-average precision (MAP), NDCG@10, and preci-
sion (P@10) of the top ten ranks.

Overall entity ranking results. On the whole, our approach achieves
relative high ranking performance of 0.69 MAP across all image-
caption pairs. As expected, ranking non-literal image-caption pairs
is much harder (MAP:0.56) than for literal pairs (MAP:0.82). Yet,
even in the non-literal case, more than half of the nodes in the top
10 are relevant.

In contrast, both baselines are much worse. The baseline which
ranks nodes by the query likelihood model on all entity mentions
and objects achieves a MAP of 0.43 (being 38% worse). The base-
line which just includes the max node-cluster relatedness obtains
an even worse performance of 0.29 MAP, even though both achieve
the same P@10 performance).

Value of border features. One research question was to study
whether the border features, which include the metric (relatedness),
clustering, and membership of largest cluster provide value. We

4http://lemurproject.org/ranklib.php

therefore compare the performance changes of the learning-to-rank
approach, when we vary the feature set from full, to border features
(and also an ablation study of all but border features). In both cases,
the ranking quality drops significantly by 4–11%, where the literal
pairs seem to benefit slightly more from border features.

Discussion of Step 4–5. The fact that our full re-ranking pipeline
improves so drastically over both a retrieval baseline and a cluster-
relatedness baseline demonstrates the benefit of our approach. Here,
both baselines are incorporated with further information such as
centrality, degree, and expansion zone. Regarding research ques-
tion RQ3, we can verify that measures that are derived from border
nodes (Step 4) are contributing a significant performance benefit.

7. CONCLUSION
Given an image-caption pair, our aim is to automatically understand
the message it conveys. To this end, we focus on non-literal image-
caption pairs with media-iconic elements as found in news articles.

Using a test collection of 328 image-caption pairs as “queries”,
we cast the problem of message understanding as an entity rank-
ing task. First, objects in the image and entities in the caption are
linked to nodes in a knowledge base. Then graph expansions and
clustering are used to select a candidate set of knowledge base en-
tities that represent the message. Candidates are ranked based on
graph-based and content-based features, which outperform base-
lines using either as well as feature subsets.

We find that easy heuristics are sufficient to link objects to the
knowledge base (RQ1). Furthermore, while for literal pairs, good
gist nodes are often directly linked and often visible on the image,
we find that for non-literal pairs about 40% of very important en-
tities are only found in the expanded graph (RQ2). Simple graph
expansion will introduce too much noise, but by using a supervised
learning-to-rank approach which is capable of exploiting even far
away nodes (RQ3) achieving a MAP 0.56 for image-caption pairs
with a message.
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