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ABSTRACT

We propose a Query-Specific Siamese Similarity Metric (QS3M) for query-specific clustering of text documents. Our approach uses fine-tuned BERT embeddings to train a non-linear projection into a query-specific similarity space. We build on the idea of Siamese networks but include a third component, a representation of the query. QS3M is able to model the fine-grained similarity between text passages about the same broad topic and also generalizes to new unseen queries during evaluation. The empirical evaluation for clustering employs two TREC datasets and a set of academic abstracts from arXiv. When used to obtain query-relevant clusters, QS3M achieves a 12% performance improvement on the TREC datasets over a strong BERT-based reference method and many baselines such as TF-IDF and topic models. A similar improvement is observed for the arXiv dataset suggesting the general applicability of QS3M to different domains. Qualitative evaluation is carried out to gain insight into the strengths and limitations of the model.
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1 INTRODUCTION

Users with conscious information needs [30] have a tendency to ask vague and under-specified queries, reflecting that the user does not know enough about a topic to phrase a concrete question. To answer such vague information needs, retrieval systems aim to cover as many relevant subtopics about the query as possible and provide the user with a comprehensive overview about the topic [16]. Explicit clustering is used as a separate post-processing step, either for search result diversification or to present text passages in groups (each representing one subtopic) which is useful for taxonomic browsing [6, 17]. Ideally, the resulting subtopic clusters should be relevant for the user’s information need. This scenario is encountered whenever information on a topic is to be retrieved and organized, such as texts obtained from an archive, books in a digital library, or web search results. While the notion of query and document may vary in different domains, we face similar challenges in identifying query-specific subtopics in all of them.

In this work, we focus on the central step in such an information access system: query-specific subtopic clustering.

Task Statement: Given a query \( q \) and a relevant set of passages \( \mathcal{P}_q \) which could be retrieved by a search system, our goal is to cluster passages in \( \mathcal{P}_q \) into query-relevant subtopics.

Researchers have studied subtopic clustering on search results [5, 10, inter alia]. A canonical approach to text clustering is to represent passages as vectors which govern a similarity metric (e.g. TF-IDF vector with cosine similarity) for hierarchical clustering [19]. Recently, neural embeddings and trained similarity functions obtain better performance [28, 32].

An issue of such clustering approaches is that the similarity score between two passages is the same regardless of the query. This will be the case for any similarity function or embedding scheme that does not take the query into account. We hypothesize that the resulting clustering is more relevant to answer the user’s
information need when incorporating the search query into the similarity metric. Even if the same set of passages are relevant for two queries, we may need to cluster them in different ways as depicted in the example in Figure 1.

Hence to produce query-specific subtopic clusters, we design a query-specific text similarity metric, which when used with a distance-based clustering algorithm, will lead to relevant, query-specific clusters of retrieved passages.

Our rationale is that an ideal query-specific similarity metric should identify the query-relevant subtopics and ignore other spurious topical dimensions. We follow a neural approach to train the metric that leverages BERT-based language models. For the given example in Figure 1, it should emit a high similarity score between $p_1$ and $p_5$, and low similarity score between passages $p_1$ and $p_4$ given the query Q1, “Covid19 Mental Struggles”. However, for the other query Q2, “Covid19 Precautions”, the scores should change accordingly. Of course, during evaluation, the queries will be different from training queries, suggesting that a query-specific metric learning approach would result in a clustering that is more suitable for the query, and hence more helpful when browsing the retrieved information.

**Contribution:** We develop a trainable query-specific similarity metric for text passages. The similarity metric is optimized to predict similarity scores that agree with the ground truth of passage clusters in the training data.

**Outline:** This paper is organized as follows. Section 2 gives an overview of related work along with the reference method, sentence-BERT [28]. Section 3 elaborates our approach. Section 4 details our empirical evaluation on Wikipedia, while Section 5 evaluates on scientific abstracts from ArXiv. We conclude the paper in Section 7.

## 2 RELATED WORK

### 2.1 Text Clustering

Previous research on text clustering [18, *inter alia*] focuses on unsupervised lexical similarity metrics. The similarity metric is used to compute distances between elements in vector space for clustering algorithms [7]. Metzler et al. [22] explore hybrid similarity measures which combine lexical and probabilistic measures with application to query similarity detection. Banea et al. [2] develop an ensemble system that uses a combination of knowledge-based and corpus-based text similarity measures as features. For semi-supervised clustering, researchers have found pairwise binary constraints also known as “must link” and “cannot link” to be particularly effective [4]. Most lexical similarity metrics employ term-based vector representation of text such as TFIDF. Probabilistic topic models such as latent Dirichlet allocation [8], have been used to extract subtopics from a text corpus and use the topic distribution to represent documents. A natural choice for a similarity metric that uses this representation is the Kullback-Leibler (KL) divergence [29]. Recently, numerous methods are proposed to use deep neural networks in modeling the clustering process. Peng et al. [23] use a reformulation of the traditional k-means algorithm using neural networks. Cho et al. [11] use a modified self-attention mechanism to implement an alternative version of the k-means algorithm.

### 2.2 Neural Embeddings for Clustering

Clustering algorithms depend on a semantic representation of text. With the advent of transformer-based neural networks [12, 31], text embeddings have given rise to strong linguistic models. It is observed in deep learning and transfer learning research that layers at different levels of a deep network capture specific information about the data [25]. In their work, Peters et al. [24] learned a function that projects the internal state of, ELMo, a deep Bidirectional Language Model which was trained on a large dataset to contextual embedding space. Being a deep network, BERT [12] also has several layers of attention heads and feed-forward neural networks stacked on top of each other. Researchers have tried to utilize information captured at these layers by averaging all BERT layers [34] or extracting the output of a special token (CLS) in the input [21][26] to obtain a fixed size embedding representing the input sequence. Unfortunately, empirical studies prove that these methods perform poorly in semantic matching tasks. Reimers et al. [28] proposed modifications in retrieving strategies of these embeddings as well as specific fine-tuning techniques that provide better sentence embeddings which perform well in numerous sentence similarity tasks. Next, we provide a brief background on their method known as Sentence-BERT.

**Sentence-BERT:** After the success of BERT models, researchers made various attempts to use token embeddings obtained from the BERT model to embed longer sequences, such as sentences or documents. Typically, the embedding of the first token embedding (CLS token) from the last layer of a BERT model is used in such scenarios. But instead of relying on a single token and a single layer to capture the embedding of the whole sequence, Reimers et al. explored different ways of combining information from all the layers. They fine-tune all layers of a BERT encoder using a simple distance metric (e.g. cosine distance or Euclidean distance, etc.) governing the training process. Employing a simpler distance metric in the finetuning process, allowed faster similarity calculation of embedding vectors during inference time.

The key differences between Sentence-BERT and other approaches attempted before it are the following:

1. Averaging hidden layers of the pre-trained BERT model tend to lose vital semantic information captured in separate layers. In contrast, the Sentence-BERT model is fine-tuned based on the outcome of different pooling strategies applied to all the layers of the BERT model.
2. Sentence-BERT utilizes two different network structures to fine-tune BERT embeddings: Siamese networks for pairwise training data (binary similarity regression and multiclass classification) [9] and triplet networks for passage triples (similar and dissimilar passage of a passage referred to as an anchor; together forming a triplet of passages) proposed by Dor et al. [15].
3. Loss functions used to train Sentence-BERT are specialized to tune the embeddings for semantic similarity tasks. a) Regression loss to minimize mean-squared error (MSE) between the similarity labels and cosine similarity between embedding pairs, b) optimization of cross-entropy loss between weighted class probabilities of
embedding pairs, c) minimization of triplet loss to reduce the embedding distance between similar passage-pair relative to the same for dissimilar passage-pair in triplets of passages.

2.3 Query-Specific Clustering and Search Result Diversification

Query-specific clustering can be addressed as a separate step, such as the extraction and co-occurrence analysis of keyphrases. Leung et al. [20] develop a query-based clustering method in the context of the user’s profile extracted from web snippets of search results. Raiber et al. [27] employ similarity heuristics to perform canopy clustering on the search result set to improve document rankings. Bernardini et al. [5] cluster search results into subtopics using keyphrases. Carpineto et al. [10] and Drosou et al. [16] evaluate the effectiveness of subtopic clustering and search result diversification in post-processing of search results.

The literature suggests that incorporating query information is beneficial for subtopic clustering. However, most of the query-specific subtopic clustering methods rely on matching relevant key phrases from the search results. But keyphrase matching may not be sufficient to capture fine-grained topical information in the search results. Transformer-based embeddings such as Sentence-BERT have been demonstrated to capture high-quality topical information. It is an example of a trained similarity metric, customized for a task, but not specific to a query. Our approach for representing passages is built upon the Sentence-BERT embedding model but incorporates the query while estimating similarity between a pair of representations. Sentence-BERT is used as a strong reference method to empirically demonstrate improvements achieved by our model.

3 APPROACH

Our goal is to design a clustering system for text passages that produces query-relevant subtopic clusters. We focus on training a query-specific similarity metric (henceforth referred to as similarity metric) between text passages, which is used in a distance-based clustering algorithm. This similarity metric should model a topical embedding space that is suitable for identifying query-relevant subtopics. For example, it should emit high similarity scores between passages relevant to the subtopic “Lack of Focus” in the context of the user’s profile extracted from web snippets of search results. Bernardini et al. [5] cluster search results into subtopics between passages relevant to the subtopic “Lack of Focus” in the context of the user’s profile extracted from web snippets of search results. Bernardini et al. [5] cluster search results into subtopics. For example, it should emit high similarity scores between passages relevant to the subtopic “Lack of Focus” in the context of the user’s profile extracted from web snippets of search results. Bernardini et al. [5] cluster search results into subtopics. For example, it should emit high similarity scores between passages relevant to the subtopic “Lack of Focus” in the context of the user’s profile extracted from web snippets of search results. Bernardini et al. [5] cluster search results into subtopics. For example, it should emit high similarity scores between passages relevant to the subtopic “Lack of Focus” in the context of the user’s profile extracted from web snippets of search results. Bernardini et al. [5] cluster search results into subtopics.

3.1 Training the Passage Similarity Metric

Our goal is to, given a query \( q \) and a set of retrieved passages \( P_q \), model the similarity metric \( \phi \), where \( \phi(p_i, p_j) \) denotes the similarity score between a pair of passages \( p_i, p_j \) from \( P_q \) for a given query \( q \).

We follow a common approach of similarity metric learning where documents are represented in a vector space such that the vector similarity coincides with the semantic similarity of the passages. We focus on neural networks to be able to model such a trainable similarity metric. The open question is how to define a parameterized similarity function that can leverage information about the query.

The novelty of our approach lies in how we model the similarity between passages in a query-specific representation space so that it generalizes to new unseen queries during evaluation time. The similarity is trained end-to-end using training data constructed from a set of queries and a ground truth of ideal passage clusters.

We discuss three neural models in the following, all of which are based on an initial Sentence-BERT representation of query \( q \) and passages \( p \) and will predict the similarity score between two passages \( p_i \) and \( p_j \).

All models are trained end-to-end.

3.1.1 Query-Specific Scaler (QSS). The first model is based on the assumption that one merely needs to apply the right reweighting of passage embedding representations to arrive at a query-specific similarity. A scaling vector \( \mathbf{q}^\Psi \) is used for reweighting passage embeddings and is obtained by projecting the query representation \( q \) with a multi-layer perceptron \( \Psi \). After component-wise reweighting of passage representations, the cosine similarity is used as a measure of the passage similarity.

\[
\phi_q(p_1, p_j) = \cos \left( \frac{\mathbf{q}^\Psi \cdot \mathbf{p}_1}{\| \mathbf{q}^\Psi \|} \cdot \frac{\mathbf{q}^\Psi \cdot \mathbf{p}_j}{\| \mathbf{q}^\Psi \|} \right)
\]

The projection \( \Psi \) (49K trainable parameters) uses a multi-layer perceptron (MLP) with ReLU activation with the same input and output dimensionality (768). The MLP consists of two linear layers with a 32-dimensional "bottleneck" between them, which we found to generalize better than a single larger linear layer.

The QSS model can be interpreted as a Siamese network where the same transformation is applied to a pair of passages through \( \mathbf{q}^\Psi \) that arises from the query. The model is limited in that the only trainable component \( \Psi \) does not have direct access to the passage vectors \( \mathbf{p} \) and is only indirectly trained end-to-end from the loss computed on the resulting similarity.

3.1.2 Query-Specific Siamese Similarity Metric (QS3M): In the Query-Specific Siamese Similarity Metric we assume that a better similarity metric \( \phi_q(p_1, p_j) \) can be obtained with a more complex
model to capture the relevance between query and passages. This is captured by a neural network connected in triamese fashion, inspired by the model proposed by Zeghidour et al. [33].

First, vector representations for passages $\tilde{p}_i, \tilde{p}_j$, and queries $\tilde{q}$ are projected into a latent space using the projection function $\Theta$. Next, the projected vectors are integrated into one vector $\tilde{z}$ which, in turn, is used to classify the passage pair into "same cluster" vs "different cluster" using a binary classifier $\Phi$. Both $\Theta$ and $\Phi$ are modeled using multi-layer perceptrons. The goal of the integrated projected vector $\tilde{z}$ is to capture the relevance-based similarity between query and passages. We found the most effective combination to be concatenation of passage representations $\tilde{p}_i^\Theta$ and $\tilde{p}_j^\Theta$ with vectors representing the proximity to the query $|\tilde{p}_i^\Theta - \tilde{q}^\Theta|$ and $|\tilde{p}_j^\Theta - \tilde{q}^\Theta|$ and the proximity of the passages $|\tilde{p}_i^\Theta - \tilde{p}_j^\Theta|$.

$$\phi_q(p_i, p_j) = \Phi (\tilde{p}_i^\Theta ; \tilde{p}_j^\Theta ; |\tilde{p}_i^\Theta - \tilde{q}^\Theta| ; |\tilde{p}_j^\Theta - \tilde{q}^\Theta| ; |\tilde{p}_i^\Theta - \tilde{p}_j^\Theta|)$$

We train both $\Theta$ and $\Phi$ (59K and 38K trainable parameters respectively) across all training queries and passage sets. We model the projection with MLP layers with ReLU activation. $\Theta$ consists of two linear layers of size 768 each, while $\Phi$ is a single layer MLP of size 5 $\times$ 768. In contrast to QSS, QS3M uses a more expressive embedding space by learning: (1) a shared projection space for queries and passages through $\Theta$, (2) the proximities of projected vectors, and (3) the classification function $\Phi$. The number of additional parameters is kept low by sharing projection parameters for $\Theta$ across passages and queries.

3.1.3 Sentence Attention QS3M (attn-QS3M): So far we used the full paragraph text to generate the passage embeddings. Previous work suggested an advantage of using sentence embeddings [28]. We extend QS3M, by replacing the passage embedding $\Theta$ with a sentence-attentive passage vector $\Theta'$ as follows: Instead of embedding the whole passage at once, individual sentences of the passage are embedded and the sentence vectors are combined using attention mechanism involving the sentences and the query. As an attention mechanism, we use tanh-based additive attention as suggested by Bahdanau et al [1] with 24K trainable parameters.

3.2 Generating Training Data

To train our similarity metric for subtopic extraction, we require a benchmark where for given queries, pairs of passages are labeled with "same cluster" or "different cluster".

Such benchmarks are typically available in two flavors: flat clusters benchmarks, where each passage is a member of only one cluster, and hierarchical cluster benchmarks, where a parent cluster can be further sub-divided into child clusters. Such query-clustering benchmarks can be derived from a corpus of articles, where each article is associated with a search query, by interpreting each section of the article as one subtopic, as depicted in Figure 2. In this work, we derive a benchmark from Wikipedia articles, but our methods can also be applied to other benchmarks. Because the predominant number of pairs labeled as “different cluster” can negatively impact the training result, we balance the training dataset by sampling negative pairs. We report results both on balanced and the full (all-pairs) versions of the dataset. Additionally, for hierarchical clustering benchmarks, it may be ambiguous whether a pair of passages should be regarded as "same cluster" or "different cluster" when one passage comes from the parent and the other passage from its child cluster. We omit such pairs from our training whenever such ambiguities arise.

4 EVALUATION ON WIKIPEDIA

We use the publicly available Wikipedia article collection from the TREC Complex Answer Retrieval (CAR) [14]. We are using CAR dataset version 2.3 of CAR year 1 for training and evaluation.4

The official CAR task is a passage ranking task where subtopics are given as queries. While no clustering task was offered, we use CAR’s training/testing articles to derive a benchmark for our work as depicted in Figure 2. We follow CAR’s definition of queries as article titles. We use paragraphs in each article as an ideal set of retrieved passages $F_q$ to be clustered leaving integrated ranking and clustering tasks for future work. We derive hierarchical and flat clustering benchmarks as described in Section 3.2, where each section is interpreted as one subtopic, i.e., one ground truth gold cluster of passages. While this benchmark is automatically generated, it has been demonstrated to align well with relevance judgments of human assessors [13].

Datasets: We use the following datasets for training, pre-training, and evaluation from CAR year 1. The CAR collection is based on Wikipedia articles, where administrative headings such as “References”, and “See also” are filtered out, articles with less than three sections are removed and, articles from general categories are preferred.5 All datasets have separate, non-overlapping query sets, to avoid test data leakage into the training process. Dataset statistics are given in Table 1.

4TREC CAR data set: http://trec-car.cs.unh.edu/
5CAR data cleaning: trec-car.cs.unh.edu/process/dataselection.html
Table 1: Dataset statistics of flat and hierarchical benchmarks. The last columns provide the average number of clusters per query and the average number of passages per cluster, with standard deviation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Psg. pairs</th>
<th>Queries</th>
<th>Clusters per Query Flat</th>
<th>Clusters per Query Hierarchical</th>
<th>Passages per Cluster Flat</th>
<th>Passages per Cluster Hierarchical</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAR-A</td>
<td>168K</td>
<td>125</td>
<td>8 ±2.27</td>
<td>17 ±10.49</td>
<td>6 ±7.23</td>
<td>3 ±2.10</td>
</tr>
<tr>
<td>CAR-B</td>
<td>118K</td>
<td>115</td>
<td>7 ±2.05</td>
<td>16 ±10.59</td>
<td>6 ±7.61</td>
<td>2 ±2.14</td>
</tr>
</tbody>
</table>

Pre-training: Using 1.6 million queries in \texttt{train}.v2.0 (after omitting queries in CAR-A and CAR-B), we generate data to pre-train Sentence-BERT [28] (referred as SBERT hereafter) with a maximum input sequence length of 512.

Training: Analogously, we create training data for the similarity metric using 162,000 queries from the rest of \texttt{train}.v2.0. To avoid overfitting to particular topics, we choose three paragraphs for each query, two from the same subtopic, and one from a different subtopic.

CAR-A: For evaluation, articles in benchmarkY1\texttt{test} are converted to flat and hierarchical clustering benchmarks as described in Section 3.2.

CAR-B: Analogous to CAR-A, but using the benchmarkY1\texttt{train} dataset. Despite its name, these queries are held out from our training and are used only for evaluation.

4.1 Conducted Experiments

We evaluate the steps 2 and 3 of our query-specific subtopic clustering pipeline using the following experiments:

Experiment 1 (Similarity Metric): We evaluate how well the trained passage similarity metric generalizes to new queries. We use the macro-averaged area under the Receiver Operating Characteristic curve (AUC) as our evaluation metric (higher is better). We evaluate both the balanced (akin to the training data used during training) and the full benchmark consisting of all passage pairs.

Experiment 2 (Clustering): We evaluate the quality of the clusters obtained by the trained similarity metric using an average-link hierarchical agglomerative clustering algorithm. The generated clusters are evaluated in terms of the macro-averaged Adjusted RAND index (ARI), a clustering metric reflecting the degree of agreement between the clustering ground truth and the obtained clusters. ARI is adjusted for to account for the prevalence of negative pairs in ground truth and predictions.

4.2 Compared Variations and Baselines

We evaluate the following query representations:

Title: Embedding of a short keyword query (aka title query). CAR uses the article title in lieu of a web search query. Section headings are excluded.

Description: Embedding of a longer query description. Here we use the text above the first heading (which is omitted from the passage set \(P_q\)).

Passages: The average of embeddings across all passages in the query’s passage set \(P_q\) (akin to ideas of pseudo-relevance feedback).

We train three variations of our similarity metric: QSS, QS3M, and sentence-attentive QS3M (attn-QS3M). We use a pre-trained SBERT to derive initial representations of queries \(\tilde{q}\) and passages \(\tilde{p}\). We also experiment with raw BERT embeddings without the SBERT pretraining step but observe that this degrades performance, hence we only report the best variant: QS3M-rawBERT-Description.

As a strong baseline, we use SBERT [28], a recent BERT-based [12] reference method, re-trained on our data (see pretraining). Following are the baselines included in our evaluation:

- **SBERT euclid**: Euclidean distance of SBERT embedded passages [28].
- **SBERT cosine**: Like SBERT euclid, but using the cosine similarity.
- **Jaccard**: Set-based similarity between sets of words from passages.
- **TFIDF**: Cosine similarity between TFIDF vectors of passage words.
- **Topic model**: Jensen-Shannon divergence between the topic distribution of two passages, estimated using an LDA topic model with 200 topics [8]. The topic model is trained on our training set.

4.3 Experimental Results

4.3.1 Experiment 1 (Similarity Metric): We study to which extent the trained similarity metrics are able to generalize to new, unseen queries in CAR-A and CAR-B, using both the flat and hierarchical clustering benchmark.

Table 2 presents the empirical results for classifying passage pairs into the same vs different clusters as measured in ROC-AUC. We observe that our methods QSS and QS3M perform significantly better than all baselines, specifically SBERT cosine and SBERT euclid. While QS3M, QSS, and SBERT, are using the same underlying BERT-based representation, the difference is that only QS3M and QSS train a query-specific similarity metric. These results demonstrate that incorporating the query into the similarity metric improves its prediction quality. However, we also observe that attn-QS3M performs worse than the baselines. This indicates that embedding passages as a whole are more suitable than the weighted sum of individual sentence embeddings. We speculate that individual sentences are often lacking the necessary context to obtain a meaningful representation.

4.3.2 Experiment 2 (Clustering): We evaluate to which extent the improvements in the similarity metric give rise to better clustering results. We use average-link hierarchical agglomerative clustering to obtain subtopics as clusters of passages for each query. We use the macro-averaged Adjusted RAND index as a measure of clustering quality for both Flat and Hierarchical benchmarks. The evaluation results are reported in Table 2.

We observe that similarity metrics with better pairwise performance (Table 2) also lead to better clustering performance. In particular, QS3M is the best performing method, achieving on average 12% relative improvement over the best-performing baseline method. For both CAR-A and CAR-B, QS3M achieves statistically
Table 2: Left: Experiment 1. Evaluation of the similarity metric for predicting same-vs-different cluster on the flat benchmark. Performance is measured in terms of macro-averaged AUC. Right: Experiment 2. Clustering performance of agglomerative clustering with the similarity metric, measured in macro-averaged Adjusted RAND index (ARI). Both: Baseline methods are at the bottom. Significantly higher ▲ or lower ▼ method according to a paired t-test ($\alpha = 0.05$, after Bonferroni correction $\alpha = 0.003$) with respect to SBERT euclid (marked with ★), which is the best performing baseline.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Exp 1: Same-vs-different cluster (AUC)</th>
<th>Exp 2: Cluster Quality (ARI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CAR-A balanced</td>
<td>CAR-A all-pairs</td>
</tr>
<tr>
<td>QS3M-Passages</td>
<td>0.744</td>
<td>0.734</td>
</tr>
<tr>
<td>QS3M-Description</td>
<td><strong>0.751★</strong></td>
<td><strong>0.745★</strong></td>
</tr>
<tr>
<td>QS3M-Title</td>
<td>0.750★</td>
<td>0.738★</td>
</tr>
<tr>
<td>QSS-Passages</td>
<td>0.737</td>
<td>0.726</td>
</tr>
<tr>
<td>QSS-Description</td>
<td>0.746★</td>
<td>0.735</td>
</tr>
<tr>
<td>QSS-Title</td>
<td>0.745</td>
<td>0.732</td>
</tr>
<tr>
<td>attn-QS3M-Passages</td>
<td>0.668▼</td>
<td>0.661▼</td>
</tr>
<tr>
<td>attn-QS3M-Description</td>
<td>0.681▼</td>
<td>0.674▼</td>
</tr>
<tr>
<td>attn-QS3M-Title</td>
<td>0.694▼</td>
<td>0.682▼</td>
</tr>
<tr>
<td>QSSM-no-query</td>
<td>0.747</td>
<td>0.734</td>
</tr>
<tr>
<td>QS3M-rawBERT-Description</td>
<td>0.727▼</td>
<td>0.715▼</td>
</tr>
<tr>
<td>SBERT euclid [28]★</td>
<td>0.741★</td>
<td>0.730★</td>
</tr>
<tr>
<td>SBERT cosine</td>
<td>0.740</td>
<td>0.728</td>
</tr>
<tr>
<td>Jaccard</td>
<td>0.615▼</td>
<td>0.600▼</td>
</tr>
<tr>
<td>TFIDF cosine</td>
<td>0.618▼</td>
<td>0.597▼</td>
</tr>
<tr>
<td>Topic Model [29]</td>
<td>0.464▼</td>
<td>0.474▼</td>
</tr>
</tbody>
</table>

Figure 3: Helps-Hurts analysis: QS3M-meanall (top) vs. SBERT (bottom) on CAR-A Flat. Each column corresponds to a particular query and the height value corresponds to the difference between QS3M-meanall and SBERT euclid in terms of the ARI score obtained for that query. QS3M-meanall performs better than SBERT for around 70% of the queries.

We observe a large variance in cluster quality across queries. Hence, we perform a helps-hurts analysis to compare the clustering performance of the best QS3M model with the best SBERT baseline on a per-query basis. As displayed in Figure 3, for two-thirds of queries in CAR-A Flat, QS3M received a better adjusted RAND index than SBERT.

4.3.3 Best query representation: We explore three different query representations for Experiments 1 and 2 (Table 2). We observe that the query representations description and passages achieve better results than title. We believe that the issue arises because the query titles only contain a few keywords which are not sufficient to capture useful context information. In contrast, QS3M without any query representation (QS3M-no-query) is worse than any other QS3M variant, while performing on par or better than the SBERT baseline. This suggests that in order to obtain relevant subtopics it is instrumental to train a query-specific similarity metric.

4.3.4 Hierarchical clustering: In Table 2 we observe that results for hierarchical clustering are consistently lower than results for flat clustering, despite being derived from the same dataset. The reason is that the hierarchical dataset has more clusters than the flat dataset, for which we offer the following explanations: While top-level sections on Wikipedia are discussing distinct subtopics, while other the topics of subsections only have subtle differences. Furthermore,
since the difficulty of this task increases with the number of true clusters. Furthermore, many hierarchical gold clusters have only three or fewer passages (cf. Table 1), rendering this a challenging data set for agglomerative clustering.

5 EVALUATION ON ARXIV

In this section we demonstrate that our method can be easily generalized for a different domain, such as academic publication abstracts from arXiv.\(^7\) ArXiv provides of abstracts of scientific papers with information along with their respective field of study referred in the dataset as “categories”. We leverage the taxonomy of arXiv categories\(^8\) to identify the query and the subtopic corresponding to each abstract. For example, if an abstract is annotated econ.EM as the arXiv category, then we use the broader category or the subject area “Economics” (econ) as the query and “Econometrics” (EM) as the subtopic under “Economics”.

We address the task of subtopic clustering under each subject area as a separate query. Given a name of the subject as query \(q\) and a set of abstracts \(\mathcal{P}_q\) associated with the subject, cluster these abstracts so that each cluster represents exactly one subtopic.

Our experiments are based on a subset of the full dataset, with categories listed in Table 3 along with other statistics. We randomly sample 500 paper abstracts for each subject to construct the dataset. We divide the subset into two folds for 2-fold cross-validation, training on one fold and evaluating on the other and vice versa. While generating the folds, we maintain the per-subtopic distribution of abstracts for each fold. Note that, we do not use any parts of the Wikipedia dataset from the previous experiments for training to clearly observe the effect of adapting to the arXiv domain. The dataset along with the code for this experiment will be provided as part of the online appendix.

We evaluate the performance of the QS3M-Title variant of our method and compare it with one of our baseline approach SBERT-cosine both in terms of pairwise accuracy (AUC) and clustering accuracy (adjusted RAND Index).

Experimental results in terms of pairwise classification accuracy (AUC) and clustering performance (ARI) are presented in Table 4 and Figure 4 respectively. We observe that the baseline approach SBERT-cosine performs poorly on this dataset (a random baseline would obtain an AUC of 0.5). In contrast, our method QS3M-Title obtains an AUC of more than 0.7, which indicates moderate agreement with the gold standard.

We present the clustering results for each query \(q\) in both folds in Figure 4. We observe that our method achieves large improvements over the SBERT baseline, suggesting that our method finds subtopics more reliably. In particular, our method works well for the subject eess (Electrical Engineering and Systems Science) and q-bio (Quantitative Biology). This suggests that both of them have distinctive subtopics with little topical overlap. Also, documents under different subjects are very different (e.g. scientific papers on Astrophysics and Quantitative biology are expected to be very different from each other) when compared to that of the CAR dataset. Hence, a query-specific similarity metric will be more suitable for this dataset than a general similarity metric that does not depend on the query.

Overall, these results suggest that our query-specific clustering approach can be easily transferred to other domains with relatively little training.

6 QUALITATIVE EVALUATION

We conduct a qualitative analysis of the clustering evaluation. The aim of this analysis is to gain insight into the strengths of our proposed model with the help of some examples from the dataset.

Consider the following pair of passages from CAR-A dataset on the query “Gardening”:

Passage 1: Gardens in Renaissance were adorned with sculptures, topiary and fountains. In the 17th century, knot gardens became popular along with the hedge mazes. By this time, Europeans started planting new flowers such as tulips, marigolds and sunflowers.
**Passage 2:** Islamic gardens were built after the model of Persian gardens and they were usually enclosed by walls and divided in 4 by watercourses. Commonly, the center of the garden would have a pool or pavilion. Specific to the Islamic gardens are the mosaics and glazed tiles used to decorate the rills and fountains that were built in these gardens.

From only the text of the passages, it is quite difficult to decide whether they are similar enough to share the same subtopic cluster. In the context of human culture, they are topically distinct but in the context of the history of gardening, they are similar. Due to this ambiguity, SBERT-cosine, which does not have access to the query, assigned a low similarity score to this passage pair. In the CAR benchmark, both passages are relevant for the query “Gardening” in the gold cluster “History”. By taking into account that the information need is about gardening, our QS3M model correctly identifies a high similarity between these passages.

The previous example is a case of false-negative which is rectified by the QS3M approach. However, we find this to be a rare instance across both the CAR-A and CAR-B datasets. The main reason why our QS3M approach achieves better results is its ability to avoid false-positive cases. Let us consider another pair of passages from the CAR-A dataset on the query:

**Passage 1:** Big-game fishing started as a sport after the invention of the motorized boat. In 1898, Dr. Charles Frederick Holder, a marine biologist and early conservationist, pioneered this sport and went on to publish many articles and books on the subject noted for their constructive feedback. Through the analysis of the results, we also thank the anonymous reviewers for their constructive feedback.

**Passage 2:** In addition to capturing fish for food, recreational anglers might also keep a log of fish caught, either in a physical form or with technology such as the FISHBUOY or Fishbrain mobile logging application, and submit trophy-sized fish to independent record keeping bodies. In the Republic of Ireland, the Irish Specimen Fish Committee [...] It also uses a set of “fair play” regulations to ensure fish are caught in accordance with accepted angling norms.

Without knowledge of the query, these two passages could share topics such as “fishing” and “sport” and consequently influence non-query specific methods such as SBERT-cosine to incorrectly assign high similarity scores. However, knowing that these passages are retrieved for the query “Recreational fishing”, it becomes apparent that they belong to two different clusters, “History” and “Fish logs”, as correctly identified by QS3M.

**Error Modes:** From Figure 3, we observe that some queries did not benefit from the QS3M model. To investigate why our model failed to improve upon SBERT for those queries, we analyzed the queries and their content in detail. Interestingly, most of these worst performing queries are related to food or nutrition, such as recipes, different varieties, and history. Hence, a simple template-learning model, e.g. as proposed by Banerjee et al. [3], would solve the clustering problem for all of these similar queries. However, the focus of our study is to solve the more difficult problem where results for queries would not be appropriately represented by a fixed template outline. Indeed, most of the queries in the CAR dataset and the arXiv dataset (each category corresponds to a different area of study) are of this type and benefit greatly from our QS3M model.

## 7 Conclusion

In this work, we propose a query-specific similarity metric, suitable for query-relevant subtopic clustering of passages. Traditionally, the query only indirectly influences the clustering result through the candidate set generation. We propose a more direct approach toward query-specific clustering and demonstrate that clustering results can be improved by 12% with our Query-Specific Siamese Similarity Metric (QS3M). QS3M is trained to decide if two passages should be placed in the same versus different subtopics for a given query. Our method utilizes BERT-based representations of passage and query content to machine-learn a query-specific projection of passages into a similarity space. Our approach is different from task-specific metric learning in that test queries are not known at training time. We demonstrate the improvement using two TREC datasets and one arXiv dataset on both flat and hierarchical query-specific clustering benchmarks. On all test sets, QS3M outperforms a strong, BERT-based reference method of Reimers et al. [28], our simpler variant QSS, and many other baselines including TF-IDF and topic models.

While topic models are appealing as they do not require training data, in Table 2 we demonstrate that they are not able to identify fine-grained topics such as article sections. While our method is supervised, we demonstrate that suitable training data can be readily derived from Wikipedia (cf. Section 3.2), sufficient to generalize to unseen queries and new subtopics.

Query-specific clustering can be applied to any context-specific text clustering task, such as detecting subtopics in corpora, domain-specific taxonomy extraction, faceted information access, and search diversification. It can be used to identify topical dimensions of a conversational search dialog, trending subtopics on Twitter, as well as to identify sections for automatic article generation. As our similarity metric relies on latent representations of passages, it can even be applied to multilingual settings as long as suitable embedding models exist for these languages. The generalizability of our approach for other clustering algorithms (e.g. k-means) remains to be explored.
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