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ABSTRACT
For most queries, the set of relevant documents spans multiple

subtopics. Inspired by the neural ranking models and query-specific
neural clustering models, we develop Topic-Mono-BERT which
performs both tasks jointly. Based on text embeddings of BERT, our
model learns a shared embedding that is optimized for both tasks.
The clustering hypothesis would suggest that embeddings which
place topically similar text in close proximity will also perform
better on ranking tasks. Our model is trained with the Wikimarks
approach to obtain training signals for relevance and subtopics on
the same queries.

Our task is to identify overview passages that can be used to
construct a succinct answer to the query. Our empirical evaluation
on two publicly available passage retrieval datasets suggests that
including the clustering supervision in the ranking model leads to
about 16% improvement in identifying text passages that summarize
different subtopics within a query.
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1 INTRODUCTION
Even unambiguous search queries are expected to have different

subtopic dimensions. As a result, the retrieved text rankings contain
multiple relevant subtopics; containing some passages that are more
specific to individual topics, while other passages are more general
and lend themselves for providing an overview over the query.

For example, let us consider the query: COVID-19. Relevant doc-
uments for this query may contain information about multiple
aspects of the disease such as symptoms, preventive measures, vac-
cinations, government policies and many more. Hence, to gain a
holistic knowledge about such a query, the user has to inspect
search snippets for each of these links. This is frustrating when the
display size is limited, leading to users who abandon their search.
Recent work on “good abandonment" studies to which extent the
user’s information can be satisfied with information displayed on
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the search engine result page (SERP) itself without any further nav-
igation to the web pages [10, 18, 19]. We study the task of ranking
passages by how useful they are in providing an overview for the
query. This task can be applied to any document ranking to place
meaningful information on result pages.

The vision of the TREC CAR track [3] is to answer such queries
with a synthetic Wikipedia-like article and has led to the develop-
ment of different large-scale test collections to study this task [2, 3].
However the TREC CAR passage retrieval tasks only focus on the
retrieval step of the process [12, 14, 16]. The next step towards this
goal is to distill the information contained in the retrieved passages.
In this work, we focus on the distillation step in selecting passages
to provide an overview of the query’s topic.

Overview passage ranking task: Given a broad query 𝑞 and a set
of relevant text passages 𝑃𝑞 (e.g., from retrieved documents), the
task is to identify passages 𝑝𝑞

𝑖
∈ 𝑃𝑞 based on their suitability for

providing an overview of the query.

Our hypothesis is that for a given broad query 𝑞, the knowledge of
the relevant subtopics 𝑆𝑞 would be helpful for solving this task. For
example, the retrieval model could promote passages as central as
possible to all subtopics, while demoting passages specific to only
a single subtopic.

However, such relevant subtopics 𝑆𝑞 are usually not available,
and hence need to be clustered. Previous work on using unsuper-
vised clustering and topic modelling in retrieval has only produced
mixed results [20]. Here we build on recent work on query-specific
subtopic clustering [8] which is supervised with a large benchmark
that covers many thematic areas.

To identify suitable overview passages from a given candidate set,
we propose Topic-Mono-BERT: a neural BERT-based retrieval sys-
tem augmented by a subtopic clustering system. While the neural
retrieval model will affect the text embeddings to obtain best query-
document relevance, the clustering model will influence embed-
dings of texts on similar subtopics to be in close proximity. Together,
the joint system will ensure that the overview passages are highly
relevant to the query terms while being topically distinct from all
subtopics relevant to the query.

Specifically, we focus on the following research questions:
• RQ1: Does the overview passage ranking task benefit from
incorporating relevant subtopics? (Answer: yes)

• RQ2: Is it important to incorporate multiple subtopics as
opposed to only considering a relevant and a non-relevant
subset? (Answer: yes, multiple)
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Contributions.

(1) We provide the joint retrieval-clustering model Topic-Mono-
BERT with model specification and code online.1

(2) We demonstrate that incorporating multiple topics into the
ranking criterion helps to perform well on the text ranking
task.

(3) We empirically demonstrate that our method outperforms
monoBERT, a strong neural retrieval model, by about 16% in
terms of mean average precision (MAP).

2 RELATEDWORK
The notion of document relevance with respect to a query is

closely related to the notion of similarity. If a set of documents are
relevant for the same query, it is highly likely that they all discuss
similar topics, leading to high inter-document similarity. Document
clustering, on the other hand, keeps similar documents on the same
cluster while different documents are far apart, essentially rely-
ing on a similarity metric. This duality of retrieval and clustering
is first explored by Jardine and Rijsbergen [6]. They observe that
documents from the same cluster tend to be relevant for similar
queries. This is referred to as the cluster hypothesis. This suggests
that ranking and clustering provide complementary information
about a document collection which is often exploited in IR research
to improve retrieval models with the help of clustering methods and
vice versa. Ailon et al. [1] develop methods to aggregate contradic-
tory information from ranking and clustering. Their methods are
applied to ranking and clustering tasks individually and not across
the two. Kurland [9] uses query-specific clusters to rerank top 𝑘

documents of the initial ranking to improve the overall ranking
score. However, there is no means of communication between the
clustering and retrieval models such that one can take advantage of
the other and mutually compensate mistakes. Also, the clustering
method is not trainable, so it is only used to provide unsupervised
clustering information to the ranking model. He et al. [4] develop
an approach to diversify the rankings through clustering. Again
this is a forward-only process, meaning there is no feedback from
the results to rectify errors in the clustering and ranking system.
Liu et al. [13] show how cluster-based retrieval can be beneficial for
ranking systems that leverage language models. Instead of using
individual documents to model the query-likelihood, the authors
first cluster the document set and use the clusters to represent the
language model. Tombros et al. [17] document the effects of hierar-
chical clustering on retrieval results. It has exhaustive related works
and experiments supporting the cluster hypothesis by Rijsbergen.
Even in the geoscience domain, researchers have found evidence
that ranking can be beneficial to clustering [7].

Recent advances in deep learning techniques led to neural re-
trieval models [5, 15] that achieve better precision than their non-
neural counterparts. Moreover, it is possible to easily fine-tune
these models for different domains and query-styles. In their multi-
stage passage retrieval framework, Nogueira et al. [15] propose
monoBERT, a pointwise re-ranking model. We describe this model
in detail as our approach builds on it.

1https://github.com/nihilistsumo/ORCA

Figure 1: Overall joint-learning architecture of the model
where a common embedding model is trained for the Mono-
BERT re-ranking model with query-specific clustering su-
pervision.

MonoBERT. The core of the model is a supervised neural rerank-
ing model which ranks the passages from the candidate set (in their
work produced by a BM25 retrieval). A BERT encoder is trained
to emit the relevance scores for each of the query-document pairs.
The approach takes advantage of BERT’s “next sentence prediction”
component, which is retrofit so that for a given query text 𝑞, the
text of the passage 𝑝𝑖 is a valid “next sentence” if and only if the
document is relevant. The advantage of this model is that it can
leverage cross-attention between query terms and passage terms
during the relevance prediction. A suitable joint representation of
the query-passage pair can be taken from the the vector associ-
ated with the CLS token (denoted

−→
𝑝
𝑞

𝑖
). A final output layer using a

Multi-Layer-Perceptron 𝜙 is trained to generate the relevance score
𝑅𝑒𝑙 (𝑞, 𝑝𝑖 ).

𝑅𝑒𝑙 (𝑞, 𝑝𝑖 ) = 𝜙 (
−→
𝑝
𝑞

𝑖
) (1)

Despite strong performance of non-neural retrieval models, it is
yet to be explored whether augmenting clustering supervision can
lead to even better neural retrieval models.

3 APPROACH: TOPIC-MONO-BERT
Building on the success of the neural retrieval models such as

monoBERT [11, 15], we explore to which extent integrating them
into joint retrieval-clustering system offers further advantages for
text ranking tasks.

Neural retrieval models focus only on predicting relevance scores
of each query-document pair from the candidate set of documents.
As a result, they are not considering the topical diversity of the
candidate set. However, for the example task of ranking passages
for being suitable to cover relevant subtopics, being informed by
subtopics is clearly helpful: those passages are expected to be found
in the center of the vector set.

In contrast to passively exploiting topics, in our model we take
a more active approach by affecting the underlying embedding
space to also represent relevant subtopics. We aim to project query-
passage pairs representations

−→
𝑝
𝑞

𝑖
so that they are representing both

(1) relevance for our retrieval task (here: representing an overview
for the query), while (2) describing topics through their manifold. In
particular, for any two passages 𝑝𝑖 , 𝑝 𝑗 from the same topic, we want
their respective query-passage representations to be close—while
we want them far apart for passages from different topics.
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The approach is depicted in Figure 1. On the right side of the
figure, we depict how the training loop of the monoBERT retrieval
model (denoted in red) affects the query-passage representations.
The left side depicts the supervision from a subtopic clustering
module (denoted in green). Our training benchmark provides for
every query a ground truth for passage ranking and a ground truth
for relevant subtopics.

Instead of directly obtaining the relevance scores from the BERT
encoder in the case of monoBERT, in our approach the embedding
parameters (referred to as \ from here on) are shared with both the
retrieval and clustering module. A subsequent MLP layer 𝜙 obtains
the final relevance score from the embedding model.

Training and model. Our approach trains an embedding model
that receives supervision from a subtopic clustering module in
addition to a retrieval module by optimizing a joint objective L𝑟𝑐 .

L𝑟𝑐 = _ · L𝑟 + (1 − _) · L𝑐

where the retrieval loss function L𝑟 and clustering loss L𝑐 are
interpolated with scalar calibration parameter _ to adjust the im-
portance of one objective over the other.

For retrieval loss L𝑟 we use monoBERT’s loss function. This
allows us to study the benefit of our approach in comparison to
monoBERT as a baseline.

For the clustering loss L𝑐 , we optimize the reconstruction of the
true adjacency matrix T of passages versus the predicted adjacency
matrix A, with

L𝑐 =
∑︁
𝑖 𝑗

��𝐴𝑖 𝑗 −𝑇𝑖 𝑗
��

Entries of this matrix 𝑇𝑖 𝑗 are set to 1 if passages 𝑝𝑖 and 𝑝 𝑗 are
in the same subtopics, while set to 0 if in different subtopics. We
obtain a ground truth of the adjacency matrix T from our training
benchmark (detailed in the evaluation).

We use the embeddings to predict an adjacency matrix A of
passages. Where the prediction of𝐴𝑖 𝑗 , i.e., whether passages 𝑝𝑖 and
𝑝 𝑗 are in the same subtopic, is based on the normalized similarities

between passage embeddings
−→
𝑝
𝑞

𝑖
and

−→
𝑝
𝑞

𝑗
:

𝐴𝑖 𝑗 =
2

1 + exp
{
sim

(−→
𝑝
𝑞

𝑖
,
−→
𝑝
𝑞

𝑗

)}
where sim is defined to be the similarity function between em-

bedding pairs; specifically, we use the Euclidean distance between
the vectors, as used in K-means. We use the logistic form to obtain
a matrix entries 𝐴𝑖 𝑗 ranging between 0 and 1, obtaining a smooth
and differentiable loss function.

Training benchmark. For training our approach needs to be given
a query 𝑞 along with a set of relevant passages 𝑃𝑞 (e.g., retrieved
from a BM25 [15], or provided along with the benchmark).

For training, we additionally require information on:
• Relevance: A ground truth of which passages are relevant
for retrieval loss L𝑟 .

• Topic clustering: A ground truth adjacency matrix T indicat-
ingwhich passages are in the same subtopic for the clustering
loss L𝑐 .

4 APPLICATION: OVERVIEW RETRIEVER
WITH CLUSTERING AUGMENTATION

We use our Topic-Mono-BERT model to develop a system for the
task of ranking passages based on their suitability of providing an
overview for the query.We refer to this system asORCA (Overview
Retriever with Clustering Augmentation).

In this task, overview passages are defined as relevant and we
also use them as one ground truth topic cluster. Additionally, the
non-overview passages are represented asmultiple additional subtopic
clusters (although these are all not relevant according to the rel-
evance ground truth for our task). This model would encourage
relevant passages to be closer to one another than non-relevant
passages, while maximizing the margin between relevant and non-
relevant passages. It would also encourage each subtopic to form
cohesive clusters.

We are arguing that it is critical to represent multiple subtopics
(even if these are not relevant) to influence the embedding space in
a beneficial way.

To make this point we are further exploring the following varia-
tion, we call binary clustering. Instead of having multiple subtopic
clusters, which all are negatives with respect to our retrieval task,
we only consider two clusters: One cluster of all relevant passages,
and one cluster of all negative passages. The difference is that all
negatives are encouraged to be close to one another.

In contrast, in our proposed multiple topics variation, only pas-
sages within each topic are encouraged to be in close proximity,
where passages from different clusters should be far apart.

Regarding RQ1, we will study whether incorporating subtopic
information will lead to an improvement over a pure ranking model
like monoBERT. ForRQ2we compare the multi-topic version to the
binary cluster version to demonstrate that incorporating multiple
topics is important.

5 EXPERIMENTAL RESULTS
We use our Topic-Mono-BERT model to develop the ORCA

system for the task of retrieving passages that constitute good
overviews for the given query. We will demonstrate that our model
leads to significant improvements over a pure state-of-the-art rank-
ing model (RQ1). We will also show that for obtaining best results,
it is important to include multiple subtopics (RQ2).

5.1 Benchmark for overview retrieval
To study the ideal system suitable for our task, we derive a

Wikipedia-based retrieval benchmark as depicted in Figure 3. We
follow the Wikimarks automatic benchmark creation approach [2],
which uses manually selectedWikipedia pages that represent useful
information needs.

For each Wikipedia article included in our benchmark, we take
the title as the query and construct a candidate set of passages from
the paragraphs appearing on the article. Such a candidate set could
also be retrieved by some high-quality passage retrieval system,
but using this approach allows to compare different re-ranking
systems.

On each Wikipedia article the set of overview passages are iden-
tified as the passages that appear before the first section (also called
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(a) TREC CAR benchmarkY1train queries (despite the name, these are
not used for training)

(b) TREC CAR benchmarkY1test queries.

Figure 2: Query-wise analysis for TREC CAR queries. The
height of the bars indicates the improvement of MAP score
of ORCA over monoBERT.

lead text). These passages are considered relevant for the overview
ranking task, and hence are the ground truth for relevance.

For training only, we use the same set of Wikipedia articles to
construct the clustering ground truth where each section in the
article corresponds to a subtopic, and passages within the same
section are supposed to be clustered together in the adjacency
matrix T.

The Wikipedia articles for the benchmark are collected from the
TREC CAR passage retrieval dataset [3]. Specifically, we use bench-
markY1train and benchmarkY1test top-level datasets for evaluation
and the separate large train dataset for training. Note that, articles
in any of the benchmark datasets are removed from the large train
dataset to avoid training data leakage. 2

5.2 Experimental Setup
We explore the task of passage re-ranking to evaluate whether

our clustering supervision helps the retrieval model achieve better
results in terms of precision. Given the queries 𝑞 and the sets of
candidate passages 𝑃𝑞 , the ORCA system produces a re-ranking of
the passages.

Evaluation metric. Re-ranking results under each system is eval-
uated against our two test benchmarks in terms of mean average
2Code and relevant instructions to reproduce the results discussed in this paper are
available here: https://github.com/nihilistsumo/ORCA.

Table 1: Comparison of lead passage retrieval performance
in terms of mean average precision (MAP). The datasets used
for this experiment are the benchmarkY1train and bench-
markY1test obtained from the TREC CAR dataset. Statisti-
cally significant improvement over monoBERT according to
a standard error bar overlap test is denoted with △ .

Methods benchmarkY1train benchmarkY1test
MAP nDCG Rprec MAP nDCG Rprec

monoBERT 0.422 0.610 0.301 0.407 0.604 0.313
IDCM 0.467 0.648 0.351 0.452 0.651 0.372
ORCA-bin 0.452 0.632 0.331 0.427 0.625 0.324
ORCA 0.483△ 0.658 0.369 0.479△ 0.671 0.383

precision (MAP), normalized cumulative discounted gain (nDCG)
and R-precision (Rprec).

Compared systems. For the experimental results, we evaluate the
following four models for the re-ranking task:

• monoBERT: This is the original monoBERT re-ranker [15]
without any clustering supervision, but trained on the same
training data.

• IDCM: This is representative of more recent and complex
document re-rankers used for ad-hoc ranking tasks. Specif-
ically, this model employs a cascading approach to filter
relevant documents [5] in two stages with the later stage
being more accurate but computationally expensive than the
previous.

• ORCA with subtopic clustering supervision: This is our
proposed approach; subtopic clustering ground truth is pro-
vided to the re-ranker as the clustering supervision.

• ORCA-bin with binary clustering supervision: Binary
clustering ground truth is used as the clustering supervision.
We include this method as a baseline to confirm RQ2.

5.3 Overall Re-Ranking Quality
Table 1 presents the evaluation results on the re-ranking task con-

ducted on the two test benchmarks. We observe that our proposed
ORCA approach with subtopic clustering supervision outperforms
the unmodified monoBERT approach by a large margin. This obser-
vation is consistent for both benchmarkY1train and benchmarkY1test.
This supports our hypothesis that providing supervision from a
subtopic clustering model helps the retrieval system in identifying
overview passages and hence answers the RQ1 with “yes”.

To answer RQ2, we explore the performance of ORCA-bin ap-
proach that receives binary clustering supervision. AlthoughORCA-
bin improves upon the unmodified monoBERT, it is outperformed
by our ORCA systemwith subtopic clustering supervision. This sug-
gests that providing clustering supervision with subtopics is much
more beneficial than binary clustering while training an embedding
model for re-ranking tasks.

5.4 Evaluation on a Per-Query Basis
We perform a hurts-helps analysis, counting on how many

queries our model obtains an improvement over the monoBERT
baseline in terms of MAP. We observe that among 115 queries in
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Figure 3: Center: Example TREC CAR benchmark article structure. All passages in the article P1 to P7 form the candidate set.
The article title is considered as the query.
Right: The task is for a given query e.g. COVID-19, re-rank all passages in the candidate set such that the lead passages for the
query (in this case P1, P2) are on top of the ranking.
Left top: We provide clustering supervision to the embedding model so that the resulting embedding vectors would form
subtopic clusters as shown.
Left bottom: An alternative way is to consider only two clusters with respect to the query: relevant and non-relevant. This is
referred to as the binary clustering and used as a baseline in our evaluation.

the TREC CAR benchmarkY1train dataset, 73 queries (63%) obtain
an improvement from the clustering supervision. For the bench-
markY1test, the improvement is even stronger, 92 out of 126 queries
achieve a better MAP score than the unmodified monoBERT base-
line. This suggests that supervision from a query-specific clustering
model leads to better re-ranking performance for ranking overview
passages.

5.5 Qualitative Analysis
The empirical evaluation shows that clustering supervision helps

retrieval models in identifying overview passages. We further con-
duct a qualitative analysis on some example queries with their
respective relevant passages to understand the salient qualities of
the overview passages and why clustering supervision helps to
identify them.

Query: Killifish
Relevant passages:
The word killifish is of uncertain origin, but is likely to have
come from the Dutch kil for a kill (small stream). Although
killifish is sometimes used as an English equivalent to the taxo-
nomical term Cyprinodontidae, some species belonging to that
family have their own common names, such as the pupfish and
the mummichog.

A killifish is any of various oviparous (egg-laying) cyprinodon-
tiform fish (including families Aplocheilidae , Cyprinodontidae ,
Fundulidae , Profundulidae and Valenciidae ). Altogether, there
are some 1270 different species of killifish, the biggest family
being Rivulidae, containing more than 320 species. ...

For the query “Killifish", the above two passages are relevant
according to the ground truth among 13 passages in the candidate
set which are to be re-ranked. From the per-query analysis, we
observe that for this query the ORCA system obtains a MAP of
0.94 while monoBERT only obtains a MAP of 0.4. As we observe
for most of the queries in the benchmark, we can see that the
corresponding relevant passages are about a much broader topic
encompassing many different subtopics about the “Killifish" query
ranging from etymology to its biological classifications. This is
correctly identified by our ORCA system while monoBERT fails to
do so.

6 CONCLUSION
Broad queries retrieve documents that span multiple subtopics

around the query topic. Research works similar to TRECCAR aim to
answer such queries through automatically generated articles from
relevantWikipedia passages.While passage retrieval for queries is a
well-explored area in IR research, we focus on identifying overview
passages from the candidate set. We propose the ORCA (Overview
Retriever with Clustering Augmentation) system to identify such
overviews given a query. This can be used to design search result
pages that directly inform the user without any further navigation
(e.g., good abandoment).

Inspired by the clustering hypothesis, we present Topic-Mono-
Bert that uses supervision from a subtopic clustering model to
help a retrieval model. Empirical evaluation on two Wikipedia-
based benchmarks shows that the proposed model significantly
outperforms monoBERT and IDCM, two recent neural retrieval
systems, on the task of overview passage retrieval.
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While we use monoBERT as an example of a strong neural ranker
in this work, additional topic objective can be directly incorporated
into any neural ranking system.
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