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Abstract. This tutorial will provide an overview of recent advances
on neuro-symbolic approaches for information retrieval. A decade ago,
knowledge graphs and semantic annotations technology led to active re-
search on how to best leverage symbolic knowledge. At the same time,
neural methods have demonstrated to be versatile and highly effective.
From a neural network perspective, the same representation approach
can service document ranking or knowledge graph reasoning. End-to-end
training allows to optimize complex methods for downstream tasks.
We are at the point where both the symbolic and the neural research
advances are coalescing into neuro-symbolic approaches. The underlying
research questions are how to best combine symbolic and neural ap-
proaches, what kind of symbolic/neural approaches are most suitable for
which use case, and how to best integrate both ideas to advance the state
of the art in information retrieval.
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1 Motivation

Being able to reason on what is relevant for an information need is important
for all kinds of information retrieval tasks: web search, question answering, di-
alogues, image search, task assistance, or e-commerce. As traditional keyword-
matching approaches are successively being replaced with neural-representation
approaches [17, 15], the question is whether symbolic approaches still have merit.

A decade ago, advances in knowledge graphs and semantic annotations, such
as via entity linking, led to significant improvements in text ranking tasks [22,
6]. These, in turn, set new standards for entity-oriented downstream tasks like
question answering [8, 1]. Now, neural representations for semantic annotations
or other kinds of symbols have taken hold in the field of knowledge management.
The information retrieval community is split into research that solely relies on
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neural representations (abandoning symbols altogether) and research that inte-
grates neural and symbolic approaches.

Symbolic approaches have been studied in information retrieval over the
years. The IR community has had a continued interest in entity retrieval tasks
[9, 3, 2]. Sometimes, information needs are best answered using knowledge from
external databases [24]—other times text can contextualize knowledge [20]. Fur-
thermore, effective query expansion via pseudo-relevance feedback relies upon
approaches that analyze retrieved documents—and reason about why these are
relevant.

The goal of this tutorial is to consolidate findings and initiate a synergistic
transfer across different IR-relevant use cases with respect to neuro-symbolic
approaches.

2 Format and Target Audience

In this full-day tutorial, we will provide different perspectives on neural-symbolic
methods, provide different perspectives on the topic, and discuss customizations
for different use cases.

Our goal is to provide useful information to a wide variety of audiences.
The first part of the tutorial will be introductory, designed to bring audience
members up to speed who have only basic knowledge in neural representations
and/or symbolic approaches, such as knowledge graphs and entity linking.

The second part will of interest to both a beginners and intermediate audi-
ence, where different speakers provide their own perspective on the topic and
look at different use cases where we need to reason on what is relevant.

To conclude the tutorial, we will invite all speakers and some additional
guests to a panel discussion. Our goal is to spur a discussion of what works
where, when, and why.

3 Topics Covered

1. Foundational Topics
Neural Text Representations. BERT and other large neural language

models (LLMs) of text have led to tremendous increases in performance
improvements. LLM-based document re-ranking models are either based
on Siamese-models like the Duet Model [16], or transformers, such as
mono-BERT or duo-BERT [15]. We also cover neural query expansion
[21] and query rewriting [14].

Symbols and Knowledge Graphs. Several repositories of symbolic knowl-
edge are readily available: Entities derived from Wikipedia pages, or
nodes in a knowledge graph such as DBpedia or Wikidata. Word-oriented
knowledge bases for Common Sense Reasoning are COMET [12] as well
as ConceptNet. Neural representations of such symbols are provided in
E-BERT [19], Wikipedia2Vec [25], or BERT-ER [3]. Graph neural net-
works such as HOPE [18], allow to reason across the graph structure.
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Text-Symbol Alignment and Semantic Annotations. The task of En-
tity Linking [11] (aka Wikification) is to annotate unstructured text with
detected and disambiguated entity identifiers. Such entity links in the
text can serve as a set of logical symbols to reason with. The entity
links also provide a means to align the text with nodes in a knowledge
graph to perform inferences in. For some tasks, such as for conversations,
specialized entity linking methods obtain better performance [13]. Other
fine-grained information can be extracted from text with relation extrac-
tion, semantic role labeling, type predictions, and entity-aspect linking.
Neural alignment methods allow the utilization of information in text
and symbols for better ranking quality, such as EM-BERT [9].

2. Perspectives
Reasoning about Relevance. Retrieval models aim to reason about what

is relevant. Hence, we summarize related ideas from other areas, such as
logic-based reasoning in knowledge graphs as well as Natural Language
Inference (NLI). Some systems include retrieval into their neural infer-
ence models, such as REALM [10]. Following on research on probabilistic
reasoning with neural approaches for logic-based reasoning in knowledge
bases, such as FuzzQE [5]. Chain-of-Thought reasoners [23] are leverag-
ing neural few-shot learners to generate well-reasoned arguments.

Ranking Wikipedia Entities/Aspects. Given a query and a knowledge
graph, the entity ranking task is to retrieve and rank entities from the
knowledge graph according to their relevance to the query. Entity rank-
ing has also been shown to be useful for tasks that require an explicit
semantic understanding of text [4]. Two broad directions for entity rank-
ing are (1) Non-neural approaches that leverage symbols and semantic
annotations in text, and (2) Neural approaches that leverage dense rep-
resentations of entities learnt using neural networks. Finally, we discuss
future directions for learning better entity representations for IR.

Explainability for Pseudo-relevance Feedback. Traditionally, pseudo-
relevance feedback (PRF/RM3) is a technique to identify relevant terms
for query expansion. This idea has been generalized to identify relevant
entities for expanding queries with expansion entities [6], or augmenting
neural representations [21].
In “Explainability” the focus shifts from making correct predictions to
explaining why a prediction was made. One explainability approach is
to analyze model gradients to approximate input importance [7]. In a
PRF setting, such information can be used to glean information on why
a document was deemed relevant, with the goal to augment and refine
the search query.

3. Different Use Cases
Use Case: Question Answering on Knowledge Graphs. This task ac-

cepts a question in arbitrary natural language, which should then be
translated to a corresponding structured query (for example, in SPARQL)
on a given knowledge graph. The currently best approaches for solving
this problem [1] are all inherently neuro-symbolic: the knowledge is given
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in strongly structured (symbolic) form, yet the learning is neural. Cor-
respondingly, the challenges are twofold. The symbolic challenge is to
understand the nature of the structured queries, which are often sur-
prisingly complex and non-trivial—even for seemingly simple questions.
The neural challenge is to learn a high-quality translation model that
can handle also complex questions and requires little supervision.

Use Case: Task-based Assistance. Information agents support complex
real-world tasks and must not only retrieve relevant information, but also
perform complex tasks using external symbolic tools and computation.
This requires grounded reasoning about information and world state that
is multimodal across text, images, video, and structured knowledge. Fur-
ther, they must support the user in explainable and controllable fashion
that involves eliciting structured information and storing it in personal
knowledge graphs to incorporate structured symbolic constraints (“make
it vegan”) as well as being adaptable to mood, situation, and skill level.

Use Case: Generating Relevant Articles. Some usage scenarios ask for
long, multi-faceted answers without the need for a user to interact. The
goal is to foresee obvious next questions, and be forthcoming with such
information without being explicitly asked. To satisfy this use case re-
quires to solve a range of inter-dependent tasks: (1) high-recall retrieval
with broad coverage, (2) query-specific clustering for subtopic-detection,
(3) organization of content into a sequential structure, and (4) summa-
rization and natural language generation.

4. Discussion Panel: The goal is to identify synergistic opportunities across
different use cases. We are discussing approaches that (according to the
literature) are supposed to work, but do not yet yield satisfactory results,
leaving ample room for improvement. We also debate some controversial
questions, such as “Since we have neural text representations, do we really
need symbolic approaches?” The tutorial presenters and panel speakers are
selected because they represent a broad spectrum of expert opinions on the
topic.

4 Presenters

Laura Dietz, Associate Professor, University of New Hampshire (main con-
tact). Dr. Dietz focuses on integrating relevant-oriented tasks, using full-text
search, Wikipedia knowledge, and fine-grained semantic annotations, along with
subtopic extraction, content organization, and natural language generation. She
organized the KG4IR Tutorial and Workshop Series (ICTIR 2016, WSDM 2017,
SIGIR 2017, SIGIR 2018) and the TREC Complex Answer Retrieval track (2017–
2019).

Hannah Bast, Full Professor, University of Freiburg. Dr. Bast is interested in
all aspects of information retrieval, with a focus on efficiency, ease of use, and
fully functional systems. Her search systems power DBLP, Google Maps, and
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maybe soon Wikidata. Her work combines indexing and search in full text and
structured knowledge for downstream applications such as question answering.

Shubham Chatterjee, Research Associate, University of Glasgow. Dr. Chatterjee
focuses on neural entity-oriented information retrieval and extraction, particu-
larly text understanding using entities and entity ranking. His goal is to build
an intelligent search system that can answer open-ended information needs.

Jeff Dalton, Senior Lecturer, University of Glasgow. Dr. Dalton focuses on meth-
ods for effectively leveraging knowledge for complex information-seeking tasks.
His work on entity-based query feature expansion published at SIGIR in 2014 is
one of the first to demonstrate the effectiveness of using general-purpose knowl-
edge graphs for search. He is a Turing AI Acceleration Fellow at the Turing In-
stitute with a prestigious UKRI fellowship, and the lead organizer of the TREC
Conversational Assistance track.

Edgar Meij, Head of Search and Discovery, Bloomberg AI. Dr. Meij leads several
teams of researchers and engineers that work on information retrieval, semantic
parsing, question answering, and smart contextual suggestions under severe la-
tency constraints. Together, these researchers and engineers build, maintain, and
leverage the company’s search, autocomplete, and question-answering systems.
He has taught several tutorials and organized various workshops on knowledge
graphs, entity linking, and semantic search at top-tier conferences.

Arjen de Vries, Full Professor, Radboud University. Dr. de Vries uses structured
and unstructured information to improve information access. He works on entity
linking as well as entity retrieval, demonstrating that having knowledge of the
entities in the query can help improve retrieval performance for entity-oriented
search tasks. Dr. de Vries organized the first information retrieval evaluation
campaigns that looked beyond documents into entities—the Enterprise Search
track at TREC and later, the Entity Ranking track at INEX.
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