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Abstract—The asymptotic throughput-delay tradeoff has been practical AUV MANETs tend to be small and sparse for
extensively studied for dense wireless mobile ad hoc networks which extant capacity results studying scaling behaviornas
(MANETS) as a function of increasing density. However, many g,nction of increasing density provide little insight intbe

practical applications exist for sparse MANETs where mobile . .
node density goes to zero and the number of nodes is small fradeoffs involved in such sparse networks. A fundamental

Asymptotic throughput-delay laws discovered for dense network differentiating characteristic of a sparse MANET is thehig
need not identically hold in this sparse regime. This paper takes probability with which a mobile node may be outside the
the first step in characterizing the throughput-delay tradeoff for  transmission range of any other node. Whereas the intederen
such sparse MANETs. We find that as the MANET becomes 4qnq concurrent transmissions plays a deciding role in the
sparser, throughput decreases and delay increases, as expett . .

If relaying is disabled then the throughput and delay depend only throughput-delay tradeoff in dense n.etworks, it is cleat th
on the size of the area of operation. While relaying does increase SUch interference is extremely rare in sparse networks. For
throughput, the single packet relaying strategy worsens the dela example, in an underwater environment, acoustic transomss

for small MANETSs. Greedy relaying overcomes this worsening are quickly attenuated and the distances involved areivelat
without trading throughput, but only for rapidly mixing mobility. 15146 Thus, an increased density, for small values of dgnsi
Unlike in dense networks, local broadcasting does not provide any . - .
significant benefit. Packet repetition does decrease delay, but lyn can _actually_lmp_rove performance whereas such an increase i
at the expense of reduced throughput, for small MANETs. For detrimental in high density MANETSs. In what other respects
slowly mixing mobility, relaying worsens delay for small sparse might sparse MANETs be different from dense ones? This is

MANETfsle}nd none IOf tze abOVGNTZ?\lhgiﬁuei help. Our .reSI:ﬂtS the motivating question of our work and this short paper sake
are useful in practical underwater s where n is typically : PR
small and the MANET is sparse. the first step towards answering it.

I. MOTIVATION II. MODEL

The characterization of the throughput-delay tradeoff in We model the spatial region in which the mobile nodes of
wireless ad hoc networks has been the subject of study it Parse MANET move as a discrete undirected graph with
number of papers in recent years [1]-[7]. Most of the presiodoops. We experiment with two graphs: the complete graph
work in this area, except that of Spyropou|os et al. [2], han m?2 vertices and then x m two-dimensional torus. The
focused on dense wireless networks with the tradeoff beifigPbile nodes of our MANET move in a random manner
studied as the number of network nodesgoes to infinity. Py performing a random walk on the underlying graph at
A fundamental assumption in such work is that the wirele§@ch discrete time step. That is, at any time step, a mobile
network under study is sufficiently dense with the perfornean hode situated at a vertex either remains at or moves
under increasing density in fact being the subject of stédy. 0 @ neighboring vertex, each with probability ', where
motivating example justifying this assumption is the ad hot iS the regular degree of any vertex (including the loop)
sensor network where a dense deployment of sensor noieghe underlying graph. We consider > 2 mobile nodes
is desirable. Such a characterization of the throughplayde Walking randomly on the underlying graph. Each mobile node
tradeoff as a function of the number of sensors providésProduces data packets destined for exactly one other node
valuable insight into the scaling behavior of sensor nekwordenoteddest(i). This source-destination mapping is fixed and
that are large and dense. is chosen by selecting a random derangementlof.., n}.

In contrast, the practical deployment scenario for many If a set M, of (more than one) mobile nodes meet at
wireless ad hoc networks, particularly those involving iiteb any vertexv, then data transmission occurs according to the
nodes, is such that while a dense deployment is desiratite, ifollowing rules:
rarely feasible. Consider a MANET of autonomous underwa- 1) Every mobile node € M, such thatdest(i) € M,,
ter vehicles (AUVs) deployed for bathymetry or underwater transmits a single packet test(:). We call this adirect
surveillance. Even for such basic underwater missions, the delivery.
oceanic region involved is far too vast to be amenable to2) Every nodei € M, that could not perform a direct
sensing and measurement by a dense MANET. As a result, delivery chooses at randomjee M,, for which it carries



one or more packets delegated to it by source. It then 1e+07 F o =Glcomplete ‘ T
delivers at mosp such packets tg, where the particular Les0g | Dyboundedi=oicomplete o —
packets transmitted, if more tharare available, are also p unbounded/r=0/torus o /Mf’”
chosen at random. We call thisrdayed delivery. 7 10000 e
3) Every nodei € M, that could not perform a direct 2 10000 B
or relayed delivery transmits exactly one packet tog 1000
another randomly chosen noge= M, requesting; to :
deliver the packet talest(i). We refer to this apacket 100
delegation. ”
2 3 4 5 6 7 8 9 10

If |[M,| = 1, no transmissions occur at When |M,,| >
1, each node either makes a direct or relayed delivery or o1 ‘ ‘ ‘ ‘
delegates a packet. Each node possesses infinite space for o unboundedi=ofeomplets. ——
storing delegated packets that it has accepted. Transmsssi = o unboundedi=oftons v
occur in a round-robin manner and are coordinated throu
some TDMA scheme at each vertex Transmission of a

. . = .001
single packet takes a constant amount of time and the total TN,
time spent in communication at each vertex is negligible irg
comparison to the inter-vertex travel time. Since the nekwo ¥
is sparse, transmissions occur concurrently at all vestice
without interfering with each other. 105 ) 3 4 5 p ; s o 10

The above rules are similar to those used in Grossglauser Sparsity (-log(n/m?)
et al. [7]. In addition, we also study the following variants_ | d throuah hen is varied withn —
Whendelegation is disabled, a node is only capable of direcf'd 1+ Delay (top) and throughput when is varied withn = 10 constant.
delivery via method (1) above, i.e., method (3) is not avdda
When delegation is enabled apd= oo in method (2), we call
this greedy relaying. If local broadcasting is enabled, then a
packet transmitted by a nodevia method (3) is broadcasted
to all nodesj € M,, i.e., i delegates the packet to all othe
nodes present at through a single transmission [4]. packet
repetition is enabled with parameter, then every packet
produced by a nodé is delegatedr times by: or until it
is delivered directly, whichever occurs earlier.

Sparsity (—Iog(n/mz))
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delay remain constant as a function of sparsity when packet
delegation is disallowed.
] When relaying is enabled, throughput improves as expected
[3], [7]. This trend of improvement in throughput continues
with decreasing sparsity as long as the MANET remains sparse
enough to resist inter-transmission interference. On thero
hand, relaying increases the average delay by two orders of
magnitude over the baseline delay when packet delegation
l1l. SIMULATION RESULTS is disallowed. Forn > 2 but smaller than a critical value
(about a 150 in this case), relaying significantly worseriayje
We simulated our model of a sparse MANET on a completghile for largern, it improves delay. Thus, for small sparse
graph and a torus and measured the average throughput RMANETS, plain relaying$ = 1,7 = 0) is not the best strategy.
delay. We adopt a natural definition for sparsity; it is thiéeti  However, we find that a greedy relaying strategy is indeed
ence in the orders of magnitude of the number of mobile nodefiective in lowering delay in small MANETs. Thus, the
(n) and the number of vertices in the underlying grapi?). increased delay in small sparse MANETS can be attributed to
The scaling behavior with a fixed = 10 and increasingn the restriction on the number of packetshat any node can
is shown in Fig. 1. Delay increases and throughput decreasiediver in a single meeting with any other nogeria method
with increasing sparsity because mobile nodes must walk(®. If p is finite, theni may have to meej multiple times
larger average number of random steps for a meeting. before it can deliver all the packets that it has accumulated
Fig. 2 shows the throughput-delay tradeoff on a compleftom j’s source, leading to a significantly higher delay. A
graph for a fixedm = 100 with n varied between 2 and large value ofp on the other hand requires that a longer
500. For any node, the inter-meeting time withlest(:) and time be spent at each vertex—this tradeoff depends upon the
with any other nodej is key in determining the delay andtransmission bandwidth and the speed of movement. Delay
throughput in our model. When relaying is disabled in a sparsan also be decreased through packet repetitiont (0), but
MANET, direct delivery is the only method of communicationonly at the cost of substantially decreased throughputal oc
The measured delay without delegation shown in Fig. 2 thbsoadcast has no discernible effect on delay or throughput
corresponds to the inter-meeting time of the complete gragtecausgM,| > 2 necessary for local broadcast to occur is
which ism? for a complete graph with loops an? vertices. a rare event in sparse MANETS.
Thus, the delay is independent of the number of node®f The delay is significantly higher for a MANET on the torus
course, this is not the case in dense MANETs whedecides (Fig. 3) because a walk on a torus mixes slower than that
the interference [7]. Thus, for sparse MANETS, throughmt a on a complete graph (a mixing time é¥(1) versus©(m?)
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Fig. 2. MANET on a complete graph whenis varied withm = 100. Fig. 3. MANET on a two-dimensional torus whenis varied withm = 100.
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