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1 handout: slides
Scheduling

- Max Intervals
- Wted Intervals
- An Algorithm
- Break

Graph Traversal
Given $n$ jobs, each with a start time $s_i$ and finish time $f_i$, find the largest possible subset of non-overlapping jobs.
Weighted Interval Scheduling

Given $n$ jobs, each with a start time $s_i$, finish time $f_i$, and weight $w_i$, find a subset of non-overlapping jobs with highest weight.
Assume input is sorted by finish time. Define $\text{prev}(i)$ to be the latest-finishing job that ends before $i$ starts.
Assume input is sorted by finish time. Define prev\( (i) \) to be the latest-finishing job that ends before \( i \) starts.

\[
best(i) = \text{best wt considering tasks through } i
\]
Assume input is sorted by finish time. Define $\text{prev}(i)$ to be the latest-finishing job that ends before $i$ starts.

\[
\begin{align*}
\text{best}(i) & = \text{best wt considering tasks through } i \\
\text{best}(i) & = \max(v_i + \text{best}(\text{prev}(i)), \text{best}(i - 1))
\end{align*}
\]
Scheduling

- Max Intervals
- Wted Intervals
- An Algorithm

Graph Traversal
Graph Traversal
directed, arc/edge, weighted, labeled. drawings
representation
relations → edges
traversal: graph → forest
1. foreach vertex, label it undiscovered and $v.d \leftarrow \infty$
2. *start’s* label $\leftarrow$ discovered, $d \leftarrow 0$, $\pi \leftarrow$ nil
3. $Q \leftarrow start$
4. while $Q$ not empty
   5. $u \leftarrow$ dequeue($Q$)
   6. foreach neighbor $v$ of $u$
      7. if $v$ is undiscovered
         8. label $v$ discovered, $v.d \leftarrow u.d + 1$, $v.\pi \leftarrow u$
   0. enqueue $v$ in $Q$
10. label $u$ finished

Which vertices does $Q$ hold (at line 4)?
Do we really need all the labels?
What’s the time complexity?
1. Distances we assign always stay the same or go down.

2. \( v.d \geq \delta(s, v) \)

Proof: Show \( v.d \geq \delta(s, v) \forall v \) via induction over iterations:

Holds at start.

\( v.d \) is updated to \( u.d + 1 \geq \delta(s, u) + 1 \geq \delta(s, v) \).

3. \( d \) values in queue are nondecreasing and last in queue exceeds first by at most 1.

Proof: True when queue is \( s \).

Next enqueues have \( d = \text{first} + 1 \)

4. At termination, \( v.d = \delta(s, v) = \) shortest path length
Proof

Claim: at termination, $v.d = \delta(s, v) =$ shortest path length

Consider $v$ with minimum incorrect distance, and $u$ that is before it on a shortest path. $v.d > \delta(u) + 1 = u.d + 1$. When $u$ is dequeued:

if $v$ is undiscovered, it would then be correct
if $v$ is already finished, then $v.d \leq d.u$, contradiction
if $v$ is discovered, let $w$ be predecessor. $v.d = w.d + 1$ and $w.d \leq u.d$ so $v.d \leq u.d + 1$, contradiction.
DFS
1. forall vertices, label ← undiscovered
2. DFS-visit(start)

DFS-visit(u)
3. label u discovered
4. foreach neighbor v of u
5. if v is undiscovered
6. v.π ← u
7. DFS-visit(v)
8. label u finished

What’s the time complexity?
Discovery and finish times are parenthesized
Vs breadth-first?
tree: in depth-first tree
back: connects to ancestor in tree
forward: non-tree edge connecting to descendant in tree
cross: others: non-ancestors/non-descendants or different DFS tree

when edge is explored, label of arc dest gives type
For example:

- What’s still confusing?
- What question didn’t you get to ask today?
- What would you like to hear more about?

Please write down your most pressing question about algorithms and put it in the box on your way out.

*Thanks!*