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Naive Bayes:
k-Means:
Markov chain:
MDPs:
Hidden Markov model:
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P (xt = j) =
∑

i

P (xt−1 = i)P (xt = j|xt−1 = i)

P (ot = k) =
∑

i

P (xt = i)P (o = k|x = i)
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P (xt = j) =
∑

i

P (xt−1 = i)P (xt = j|xt−1 = i)

P (ot = k) =
∑

i

P (xt = i)P (o = k|x = i)

More concisely:

P (xt) =
∑

xt−1

P (xt−1)P (xt|xt−1)

P (ot) =
∑

xt

P (xt)P (o|x)
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probability of a sequence multiplies forward in time
dynamic programming backward through time
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given: transition model T (s, s′)
sensing model S(s, o)
observations o1, . . . , oT

find: most probable s1, . . . , sT

initialize S × T matrix v with 0s
v0,0 ← 1
for each time t = 0 to T − 1

for each state s

for each new state s′

score ← vs,t · T (s, s
′) · S(s′, ot)

if score > vs′,t+1

vs′,t+1 ← score
best-parent(s′)← s

trace back from s with max vs,T
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■ What question didn’t you get to ask today?
■ What’s still confusing?
■ What would you like to hear more about?

Please write down your most pressing question about AI and put
it in the box on your way out.
Thanks!
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