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Abstract— Dynamic Bandwidth allocation in Ethernet Passive Allocation (DBA) algorithm. DBA in EPONSs has been an area
Optical Networks (EPONSs) has been an area of intense research of intense research in recent years. Many solutions have bee
in recent years. Most of the proposed solutions offer clever 5h55ed. The challenge in designing a DBA algorithm lies in
m_ethods_ for fair grant sizing, traffic prediction, and prioritized, d loDi lqorithm that i tical. simol fficiand
differentiated services. Barring some work by Kamal et al. and eveloping 'an agor'l m tha i IS practical, Sf'ml_o_e' et 'an
some elements in the scheme proposed by Ma et al., no workMeets service provider requirements. A significant portwbn
has been done on exploring the order of granting (i.e., ONU the body of DBA research has focused on fairness in allogatin
sequencing) in an EPON. In this paper, we propose an unexplored grants [2][3]. The solutions proposed resemble Weightdd Fa
heuristic for improving the performance of the IPACT scheme  aing in flavor. Another track of research has focused on
with respect to the most important metric: packet delay. In . . ) . .
this heuristic, the OLT always grants that ONU which has the improving the freshn'ess of the qu?ue mformanqn avaﬂqnb!e
Smallest (Available) Reported queue length, First (SARF). our the OLT by employing some variant of a traffic prediction
simulations indicate that our heuristic can improve the delay algorithm [4][5]. A third track has focused on minimizingeth
performance of IPACT by 10-20% (when tested under the gated idle periods on the upstream channel by clever interleaving
allocation policy). messaging delays with data transmissions [6][7][8]. The di

tinction between inter- and intra-ONU scheduling has itesul
. INTRODUCTION in new suggested solutions for these two portions [9][10][1
A. EPON When it comes to public subscriber access networks such
as EPONSs, applications such as voice and video are the main
S S . ) sources of revenue for operators. Voice and video are very
to multipoint, 'bld.|rect|onal, high r_ate .optlcal network rfp sensitive to delay and video traffic is quite bursty in nature
data communication. The EPON link is _shared by mUItIplEor this reason, packet delay is considered to be the most
users. Each user connects to th? EPON '”?" through a qevfﬁ?portant benchmark to measure the efficacy of any proposed
known as arOptical Network Unit (ONU) Since the link is DBA algorithm. There are at least two ways to interpret this

sha:cred, Ii(;]kbuse muslt be cgntlrzlly _arbitralllteéj.t;hi.s fluT.:tm benchmark. Much of the existing work appears to focus on
performed by a single special device called Mgtical Line bounding the inter-service delay at any ONU, i.e., the time

Terminator (OLT) The direction of communication from theuntiI an ONU is serviced again is guaranteed to be bounded.

ONUs to the OLT is known asipstreamdirection whereas All frame-based schedulers [3][7][12][13] are based ors thi

ghe dwecﬂm_from theTr?L'(I; to the QNUS Ihsdk_now_n as th%lpproach. The issue of grant sizing is treated as a separate
ownstreamdirection. The data rate in each direction IS Sef,oqtion in this approach. It usually remains unclear as to

o r}_b(}bps by the IEIEE EE%)Nhstaorf_?rd [1h]' Overal:c, tr?e lin hy the particular chosen cycle or frame length and the
exhibits a star topology with the at the root of the Stgh, icyjar chosen grant sizing heuristic when taken togreth

a|r|1d the QNL;S at the Iea\ée_s. 'I_'he I'EI'EO'BLI!Pkd is_;hare(;l]_ ould yield a low delay DBA strategy. (In fact, schemes based
gNLLJJs_ersl:n t g upstream_ dlrectlonc.” eh eC|b €s WT'%B Packetized Generalized Processor Sharing-based approa
Is allowed to transmit data and for how many bytes. r]r?rovide fairness to all ONUs only at the cost of delaying all

OLT uses a special control message calleGate to grant ONUs equally.) In our opinion, a second approach to the DBA

tran§m|35|on opportunities tp ONUs. Appended to the .d, Poblem could focus on minimizing the achievable per packet
traffic, the ONU also transmits a control message containi lay in an EPON. Instead of just bounding the inter-service

?Repor;[)of the number Of bytes buffered_ in '_:_Shql:géeE w:;;t}ig also called the “cycle”) time per ONU, the following questi
or a subsequent transmission opportunity. The S eems natural and interesting: What is the minimum per-ptacke

does not specify the .actual alg(_)rlthm to be_ used for gra&élay that can be achieved under the IEEE EPON architecture?
allocation and leaves it open for implementation by vendorin attempt to provide an answer would likely involve viewing
_ . . the DBA as some variant of a scheduling problem. Scheduling
B. Dynamic Bandwidth Allocation theory [14], with its rich set of models and results [15],
An algorithm implemented in the OLT, which usBgport can offer many insights into the basic structure of the DBA
and Gate messages to construct a transmission schedule grdblem and in turn shed light on the limits of the performanc
convey it to the ONUs is known as a Dynamic Bandwidtachievable under the IEEE EPON architecture. Our present

An Ethernet Passive Optical Network (EPOM)a point



paper is not devoted to finding a complete answer to tlhigexcept under a special condition described later). lustita
guestion posed above; the answer may be difficult to arridefers grant transmission to the latest possible time. Gsgp

at. However, while such a theoretical line of research make Reportfrom ONU i is received at time. Let S(¢) denote

be long and arduous, it can provide valuable ideas basedthe earliest time at which the upstream channel is known to

a solid theoretical foundation for novel and highly effgeti become available as of time Then, SARF defers the grant
solutions to the DBA problem. In this paper, we follow thigransmission to a time, such that if a grant is transmitted
approach and propose one such solution. at time t;, to ONU 4, it will cause the transmission from
ONU i to arrive at the OLT exactly at timg(¢). Thus, SARF

. IPACT WITH SMALLEST AVAILABLE REPORTFIRsT  defers grant transmission to the latest time possible, auith
(SARF) introducing any extra idle time (i.e., it maintains the “Wer

. _ . . . ._conserving” property of IPACT schedules). Clearly, a grant
The main contribution of this paper is the idea of allocatin ust be transmitted to an ONU sufficiently early so as to

grants in an order that minimizes paf:ket delay. To Fhls e@,_ Yllow for the grant message transmission delay as well as the
propose the use of the Smallest Available Report First BBCII‘I. round-trip delay to the ONU. This is accomplished in step (4)

and through simulations, demonstrate its efficacy in reuyici of Figure 1. However, it may so happen that wheReport

packet delay. message is received at timeS(t) < d; whered; is the round-
trip time to ONU 7. In this case the grant message cannot
A. IPACT be deferred since doing so would introduce unnecessary idle

Kramer et al. proposed the simple Interleaved Polling witimne (thus violating the “work conserving” pro_pei‘yy In this
Adaptive Cycle Time scheme as a solution for DBA in EPONgPecial case, the grant to ONUs sent immediately.
[16][17]. One of their main contributions is the observatio When aSEND_GRANT event is triggered, the SARF
that an OLT need not wait for a transmission from an ONUeuristic is used to determine the sequence in which ONUs
to finish, before sending Gate message to the next ONU.Will be served. Of all the pending ONUs, the one with the
The IPACT scheme can therefore transmit downstream contfspallest queue length is selected. UsinGaie message, the
messages to the ONUs while receiving data transmissio@é}‘u is served a transmission grant. (Noycg that the heur_lst
from other ONUs in the upstream, thus minimizing upstreafi independent of the policy used for deciding the grant yize
underutilization due to walk time. This can be a significanthe status of the serviced ONU is changed from pending to
problem in public access networks with high bandwidth angerved”. The ONU with the next smallest queue length is
delay products. In addition, Kramer et al. also proposeovai served next. This process (_:ontlnues l_Jntll all pending ONU_s
policies for calculating the size of the grant allocated iR2ve been served, exactly like the plain IPACT scheme. This
response to an ONU'Report message. However, the ordefcompletes one cycle of service and the same behavior is
in which ONUs are serviced is unspecified and is assumed'epeated for the next cycle. This is the basic description of
be round-robin. Note that the order may not necessarily e SARF heuristic when used in combination with the IPACT
static, since IPACT may send grants in a different order #Fheme.
any cycle in an attempt to minimize the idle period of the
upstream channel due to walk time to a farther ONU [16]. C. Zero-length queues

Although the SARF heuristic chooses the ONU with the
B. IPACT+SARF smallest queue length for service, it treats ONUs with zero

We propose a new heuristic for use with the IPACT schem@Ueue lengths differently. An ONU with a zero queue Iength
In fact, our heuristic is quite simple and independent ofCFA has no data to transm|t.'Under low loads, W|t_hout speqal
and therefore could be used with any DBA scheme. exception, such ONU_S wil a_llways be serv_ed first. Serving

Figure 1 shows the SARF heuristic. SARF generates aﬁaro-length queues still requires the allocation of a gtant
responds to two eventss END_GRANT and REPORT, accommodate the neReportmessage as well as the manda-
A REPORT,; event occurs when Reportmessage is receizvedtory guard band overhead. (Guard bands are small interfals o
from ONU i ZA SEND_GRANT event is generated by thetime inserted between two consecutive grants to two differe
SARF algorithm in step (4). Although our heuristic may béﬁ)NUs to prevent any possible overlap of transmissions due to

used with many different DBA schemes, we illustrate its ussg’nall erors in time synchronization at those ONUs.) While
with IPACT in this paper ’ such data-less grants do not contribute to lowering the gtack

Initially, the OLT sends out, to all active ONUSs, grantsdm".le at the source ONUs which have no paqkets to send, they
large enough to transmit Report message (not shown indo mcrease.the delay faced by the succeedmg. ONUs. Hence,
Figure 1). Next, whenever the OLT receiveRaportmessage when choosing an ONL.J to serve next, ONUs with zero—l'ength
from ONU 4, it first updates entry in its table of current, gueues are treated as if they have a queue length that is equal

known queue lengths and also marks ONs “pending’. to the average queue length taken over_all ONUs. Moreover,
we weigh this average by the number of times an ONU reports

(A pending ONU is one which has transmitted a single ne ) .
Reportmessage, but has not yet been serviced.) Next, unlike?€"° length queue, consecutively. Thus, an ONU which has

plain ”?ACT, t_he SARF heuristic does not Se”q out a grant t01yye note that violating the work-conserving property may netessarily
ONU i immediately in response to a report received from ONbk a bad idea [18].



TABLE | [ ]
Start

TERMINOLOGY USED IN THEIPACT+SARFALGORITHM.

Term Description @ @
SEI Scheduling Endpoint Indicator signifying the
earliest time at which a new transmission can Waitfor \ REPORT; | ypdate ONU i queue size
be scheduled on the upstream an event Mark ONU i as pending
REPORT; Event indicating receipt of Reportmessage
from ONU 1
SEND_GRANT Event signifying the latest opportunity to SEND_GRANT
make a grant decision
MAX _RTT Largest round-trip time among all connected  Ofallpending ONUs, SEND GRANT Yes
ONUSs in seconds —={ pick ONU 7 with smallest
GATE_LENGTH | Duration of aGate message in seconds reported queue length event already beer

scheduled?

®

reported a zero length queue many times consecutively will

likely be served at the end of the cycle. Send grant to ONU Schedule a SEND_GRANT at time
Mark ONU i as NOT pending || max(SEI — MAX_RTT — GATE_LENGTH,now)

D. SARF Rationale

The delay faced by any packgtin the EPON consists of | Yes
three components: the reporting delay, the grant delay and
the intra-grant delay. The reporting delay is the time betwe
the arrival of a packep at an ONU and the time at which
it is counted and reported by the ONU to the OLT. Thé&ig- 1. The SARF algorithm.
grant delay is the time between reception of a report by the

OLT and the reception of the first bit of data associated wit . .
the report by the OLT (i.e., beginning of the actual grant}?'e paper, they order ONUs in descending order of the reglorte

The intra-grant delay is the time packetat ONU i waits queue length. Their scheme (IRACT with DPOA) shows be_tter
after the beginning of a grant for ONUfor other preceding performance than IPACT alone in the specific range of medium

packets to be transmitted. Notice that in IPACT, the grafdyde Ioa}ds (0(51 to 0'82)' The ahuthorsl ref'it_son thatTtr? € |mlprovigznt !
depends on the distance of the scheduling endpoint from t‘?\%ay IS due to ettgr channel ut '@“0”- €y aiso ¢ u
current time. As per the SARF heuristic, if the OLT choose atat h|gh loads, since the channe] is already hegvnyzedl .
to serve the smallest request, it will increase the SEI by thee polling order does n_qt matter. H_owever,_ their reasoning
smallest possible value. Thus, the SARF heuristic minigniz nly holds for _the cond|t_|ons Of their expenments (imited
the grant delay faced by packets. In turn, the average cy ranté and Poisson traffic), which are different from ours

length may also be reduced thus leading to a reduction ated unlimited grants "’!”d self-s.|m|Iar trafﬁc).
the reporting delay. We observe that the main result thatwe also note that the idea of differentiating between small

for identical release times, the Shortest Processing Tune rand large requests (queue lengths) is also present in the wor

provides the minimum completion time, is well-known in thepfhASSI Pft all._ [h3t]I. Hd?cfwevetr, fche rtnotlvau.on. fortr;[ms in their
area of scheduling theory [14]. We leverage this knowled gheme 1S stigntly ditteren (|.(_a., 0 maximize the ove_rtafp_
and successfully apply it to the DBA problem. Howeve alk tlmg W'th transmlssmns. IN progress so as to minimize
we also note that this mayot be the minimal achievable channel idling). We generalize this idea of differentiatio

delay under the IEEE EPON architecture: we are currentﬁ?sed on request size in the sense that in the SARF heuristic,
' t

investigating more sophisticated approaches to this probl € sizé of the rquest (queqe length) determines the exact
position of an ONU in the polling sequence.

IIl. RELATED WORK IV. SIMULATION RESULTS

We note that to our knowledge, the work by Kamal et. 3| gjmulation Details
[19] was the first to realize the value of deferring a grant . - .
decision in order to benefit from more information. In their We implemented the SARF heuristic with the IPACT

Prioritized MPCP scheme, low priority grants are deferred ﬁherrge under gtated-a}[:Iocanr; tp0|tlﬁy, €., tthg OLT al:/vayfh
the latest possible time (without introducing extra idleei allocates a grant exactly equal 1o the reported queue feng

allowing higher priority grants to be scheduled earlierthis with a fixed additional amount to accommodate the rieet

o L t message. In our simulation, we distributed the total load
case, the order of granting is changed to enforce prioraytm por ' .
minimize delay. However, Prioritized MPCP does suffer frorﬁ]randpmlilhacfrciiss t.hN < Iﬁ[ﬁ’ 8d’_1g’.32} O{\lthl.lvg;ac):\hf\{ed
other shortcomings such as priority inversion under cartal. 'S; u;lnkg (.Ef 0 cl)wm? med ° .N |ve;1 a OZ 08 A = 4 |
load conditions as well as unfairness based on round-trip ti ISt pick-uniformly & ran om./\' — 1 non-gecreasing rea
to different ONUS. numbersO0 < r; < A, i € {1,---,N — 1}. Then, assign

Ma et al. [20] also propose a Dynamic Polling Order_ 2Their paper [20] does not provide details about the granicpaised in
Arrangement (DPOA). However, for reasons not discussed ti@ir simulation experiments.
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Fig. 2. The marginal probability of an ONU load as measured frorfrig. 4. The utilization ratio of IPACT+SARF/IPACT.
simulations.

shows 40 points per 0.05-long interval of load, each being a
. . result of a 10-second long simulation. Each of these pogts i
ro = 0 and ™~ = A. In this way, we as_3|gned a rand(_)m aNiotted at the actual load generated by the trace. For exampl
hence nonqnlform load to they QNUS In each experment. j¢ ye intended target load wdsand the actual load generated
Generated in the manner described above, the random lgadi,o yrace generator wast e, then, the relative reduction

)‘? on any ONU follows a Beta distributiqqfi(LN)l [21.]' in delay measured (say) is plotted as(! + ¢,7) and not
.F'g.”Te 2 shows an example of the probability Q|strlbutlon O(%;, r). Here, e can be considered as the error in generating
|?]d|V|gual ONfU loads _Whenl t(;tal uz;lgj 1 ﬁs r:lllus'iateda the required load. Sinceis unpredictable, there is no simple

.t e chance of generating a o d_at ¢ 1S highly skewe way of plotting an averaged curve that captures the mairdtren
in favor of lower quds. The trafflc_ workloads fqr simulatsn Therefore, we “binned” the delay reduction measurements as
were generated using a self-similar model with a measur lows. We selected a bin size(b — 0.05 in case of Figure 3)
Hurst parameter of approximately8 [22]. Each simulation nd created bins (interval®), of the form(b-k, b-(k-+1)), k >

was allowed to run for 10 seconds of simulation time. Wit Any measurement! + ¢,r) was dropp’ed into tﬁe bin

self-similar t_raffic, simulations s_ho_uld be run for a muc » wherek — [ (I + ¢)/b]. All measurements in each bin
Ionggr durgtlon. However, self-similar trace generat!qrdawere averaged and the resulting average differencevas
the simulations themselves are b.Oth computatlonal_ly sven plotted as(/, ) wherel is the average of all the loads in bin
tasks. Therefore, we report preliminary results with SGDrtBk. Clearly, our proposed SARF heuristic shows significant

simulations. Longer, more rigorous simulations are cufyen improvement over plain IPACT across most load values. For

In progress. Al Ie_ast 40 simulation runs were cond_uct_eql f%ry low loads, it is likely that service sequence will notkea
eac_h 0.05-length |_nterval of Ioad._(The exac; number isaiffi a difference since the channel may be underutilized. Other
to fix due to the inherent error in generating the exact Ioaé%\ses where the SARF heuristic performs worse than plain
with a self-similar traffic generator for a relatively shinace.) IPACT may be explained by the observation that the SARF
The guard band was set to;&. heuristic may result in many more, but smaller grants résuyilt

in a somewhat larger overhead in the form of guard bands
B. Results andReportmessages. Figure 4 shows that the relative channel

Figure 3 shows the relative performance of IPACT with anHtiIizatior) .Of the IPACT+SARF scheme is very close to that
without the proposed SARF heuristic. We plot the actuall totgf the original IPACT scheme.
load on the x-axis. On the y-axis, we plot the relative reitunct
in the average per-packet delay. This is calculated as

the value\; = r; — r;_1 as the load for ONUi, with

V. FAIRNESS
A d1PACT — OSARF+IPACT

, 1) As discussed in Sec. I-B, the issue of fairness in bandwidth
drpACT allocation to ONUSs in an EPON has received much attention
whered;pacr is the delay of the plain IPACT scheme andn EPON DBA research [2][3][11]. In the proposed SARF
drpacT+sArr IS the delay of the IPACT scheme combinedlgorithm, the choice of the next ONU to serve is guided
with the SARF heuristic. Note that in each experiment, theolely by the reported queue size. Thus, an ONU with a
traffic trace used as workload to evaluate the IPACT scheramaller reported queue size may always be served before
was the same as the trace used to evaluate the IPACT+SARFONU with a larger queue. This may be unfair according
scheme (i.e., IPACT was run with and without the SARFo some definitions of fairness [23]. Figure 5 illustratess th
heuristic on the same trace). The “scatterplot” of pointswah unfairness manifesting in the form of increased variandién
all actual measurements of the reduction in the delay, it.e.,average of the average packet delay faced by Xh®©NUs
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Fig. 3. Comparison of mean packet delay of IPACT against thaPACT combined with the proposed SARF heuristic.




4 ONUSs, 10-second simulations
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Fig. 5. The ratio (IPACT/IPACT+SARF) of variance of the sage (taken

over all ONUSs) of the average packet delay (taken over alkg@acper ONU) 7]
measured by a total of 50 10-second long simulations (prelipiresults for

4 ONUs only).

(8]

under the SARF heuristic as compared to IPACT. To this
criticism, we offer the following two responses. First, ourl®
approach is in stark contrast to other DBA approaches whigiu)
seek to include fairness as one of the main requirements of
the DBA algorithm. In our approach in this paper, this is ngh]
our main concern. Instead, we focus on developing a DBA
algorithm which,by design attempts to minimize the overall
average packet delay in the EPON. If that entails treating
ONUs unfairly, then we allow the algorithm to make thigi2]
intelligent decision. We believe that this is the main noyvef

our approach to DBA algorithm design. Second, an eIemeTrfg]
of fairness can be incorporated into our algorithm in a senp
way. Instead of choosing the smallest report, one couldyeasi
choose the weighted smallest report and use the weights[lfg
provide fairness to ONUSs. [15]

VI. CONCLUSION AND FUTURE WORK [16]

The main contribution of this paper is the idea of exploiting
the order in which grants are allocated to ONUs to minimize
per packet delay. We proposed a new heuristic for the DBA]
problem which allocates grants using the Shortest Avaslabl
Report First strategy. Our heuristic is independent of ttea [18]
DBA scheme and may be used in other DBA algorithms. We
demonstrated its effectiveness using IPACT under the ga
allocation policy. Our heuristic improves the delay perfor
mance of IPACT by about 10-20%. The SARF heuristic shoggo
considerable promise and may be extended and improved. |§
work is currently in progress. An idea similar to SARF may
be useful in discovering the optimal DBA algorithm possibl&?!
under the IEEE EPON architecture. We are currently expgprino;
these ideas.
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