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ABSTRACT
As WANs continue to form the framework for deploying
mission-critical applications, the need for fault resilience
and fast restoration assumes greater importance. This pa-
per examines existing schemes for fast restoration signaling
in a wavelength-routed optical core and introduces an im-
proved signaling scheme based on Optical Burst Switching
and Just-Enough-Time path establishment. Scaling experi-
ments show that the proposed scheme outperforms existing
schemes.
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1 Introduction

Over the years, large scale data networks have undergone
significant change not only with respect to the volume and
nature of the traffic they carry but also in regard to the crit-
icality of their role, and the level of service demanded of
them. WANs have evolved from simple, best-effort and
specialized data networks used by a few, into complex, het-
erogenous, multi-layered, all-pervasive backbones guaran-
teeing an array of critical services to a global user popu-
lation. Optical networks, with their terabit-wide links and
‘cut-through’, wavelength-routed architecture, seem well-
suited to implement unified and homogenous, yet multipur-
pose networks to address the diverse data transport needs of
the future. In such a scenario, since optical networks would
provide all the services currently provided by separate net-
works, the issue of reliability and availability becomes all
the more critical. Moreover, in most applications, the uni-
fied transport network may be the only resource driving a
user’s business. Therefore, network downtime, no matter
how small, may entail significant losses for the user. This
paper proposes a new scheme for fast signaling for restora-
tion, based on Optical Burst Switching (OBS), a unique,
emerging paradigm for optical network design [1]. The pa-
per discusses various issues involved in implementing fast
restoration signaling in backbone transport networks. Ex-
isting schemes are described and a new scheme for restora-
tion signaling is then proposed. Experiments to evaluate
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the proposed scheme are described followed by a discus-
sion of the results.

2 Background

Efficient resource allocation has been at the center of much
of the recent work in the area of restoration. As challeng-
ing as this problem may be, it is not the focus of our work.
This paper addresses the problem of measuring and com-
paring the delay inherent to the signaling schemes currently
used for lightpath setup. We assume that a path with suffi-
cient resources has been found and the only task remaining
is to reserve it. We proceed by making the following as-
sumptions about the network. A cut-through, all-optical
(i.e., no intermediate o-e-o conversion) wavelength-routed-
network (WRN) is primarily1 composed of fiber-links con-
necting nodes which contain optical switching elements
such as Optical Add/Drop Multiplexers (OADMs) and Op-
tical Cross Connects (OXCs) [2]. The all-optical nature of
the signal path allows the network to be transparent and
makes it ideal for use as a raw, high-bandwidth Optical
Transport Network (OTN). A lower bandwidth IP network,
known as the Data Communication Network (DCN) serves
as a control plane to the OTN and is primarily used for
exchange of signaling messages [3, 4]. A DCN node con-
trols an OXC in the OTN and can instruct the OXC to ex-
ecute a particular cross-connect operation. When a light-
path request arrives at the ingress, it computes a primary
path to the egress node and using a signaling scheme, sets
up the lightpath by exchanging messages with other con-
trolling DCN nodes. Once the path has been set up com-
pletely, the ingress node forwards incoming traffic onto it.
When a fault occurs, the flow of traffic to the egress stops
and the traffic stream is subjected to heavy packet-loss. In
this situation, traffic delivery to the egress node needs to
be resumed as quickly as possible [5] in order to minimize
packet-loss. We shall focus on single or multiple link or
node failures2 in the OTN. We assume the OTN to be 2-
node connected and the DCN to be fault-free and reliable3.

1An all-optical WRN consists of a plethora of other devices as well, but
none of these are pertinent from the perspective of the current discussion.

2A node failure can be modeled as a multiple link failure.
3The DCN can be protected using 1+1 protection switching as dis-

cussed in [4].



2.1 Current Schemes

We shall look at two different schemes that are currently
used for activation of the alternate path. The first one is
implemented by extensions to the RSVP protocol [6] while
the second one can be implemented using plain IP or other
standard signaling schemes such as GMPLS [4]. The fol-
lowing subsections discuss each scheme and derive average
time estimates to complete each phase of the restoration
process from detection to traffic-switching.

Term Description
f hop distance from ingress to node up-

stream to failed link, (nodes in OTN)
lw length of working path, (nodes in OTN)
la length of alternate path, (nodes in OTN)
h diameter of DCN, (nodes)
blen length of fiber link between adjacent

OTN nodes, (miles)
c speed of optical signal propaga-

tion through the OTN fiber links,
(miles/second)

d time by which the data burst must lag
control header, (seconds)

tLOL time to decide Loss Of Light, (5 ms)
tprop propagation delay per link in DCN, (8

µs/mile)
tproc processing delay per node in DCN, (20

ms)
tdetect time to decide link failure, (seconds)
trestore time to restore traffic, (seconds)
tFIS fault indication signaling delay, (sec-

onds)
tsetup time to setup alternate path, (seconds)
tswitch time to switch traffic from working path

to alternate path, (10 ms)
t×connect time to perform a cross-connect opera-

tion (10 ms)

Table 1. Terms and values used in analysis and experiments
as suggested in [4].

2.2 Preliminary Definitions

Please refer to Table 1 for a description of the terminol-
ogy. Before we delve into estimating the delay for each
scheme, we shall define the delay for a path. If dDCN (x)
and dOTN (x) is the delay incurred due to a message trav-
elling x hops through the DCN and the OTN respectively,
then:

dDCN (x) = x · (tproc + tprop) + tproc (1)

dOTN (x) =
blen

c
· x (2)

We shall follow the discussion in [7] and calculate the
restoration delay as contributed by each phase of restora-
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Figure 1. The RSVP/Backup Tunnel serial restoration
scheme.

tion. Hence:

trestore = tdetect + tFIS + tsetup + tswitch (3)

2.3 RSVP/Backup Tunnels

Figure 1 illustrates the RSVP/Backup Tunnel restoration
scheme. This restoration scheme is based on the MPLS
protection scheme introduced in [6]. In this approach, the
failed headend4 informs the ingress node (which is f hops
away from it) about the failure through a FIS message. The
ingress node sets up the alternate path by sending a re-
quest to the first node on it. Each node forwards the re-
quest downstream without actually waiting to complete the
cross connect. The egress node returns an acknowledge-
ment which travels the same route upstream. Each node
forwards it (upstream) as is, with a positive acknowledge-
ment in it if the cross connect at its site was successfully
completed. If not, it puts a negative acknowledgement.
When the acknowledgement reaches the ingress, it knows
if the path is setup by examining the type (positive or neg-
ative) of the acknowledgement. The time required to com-
plete each phase of the restoration process is as follows:

tdetect = tLOL (4)

tFIS = f · dDCN (h) (5)

tsetup = 2 · la · dDCN (h) (6)

trestore = tLOL +f ·dDCN(h)+2 · la ·dDCN (h)+ tswitch

(7)

2.4 Parallel Activation Architecture

Figure 2 illustrates the Parallel Activation architecture dis-
cussed in [4]. In this approach, as soon as a failure oc-
curs, nodes downstream to the failed headend sense a loss
of light. The egress node among these nodes, on sensing
LOL, multicasts an alternate path setup message to each
node on the alternate path. The message also contains the
address of the node upstream to the node to which the mes-
sage is sent. On receiving such a message a node on the
alternate path extracts the address of its upstream neigh-
bor from it and exchanges wavelength and port information

4The node immediately upstream to the failed link.
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Figure 2. The parallel activation architecture.

with it. After this, each node sets up its cross connects and
a complete alternate light-path is established. The time re-
quired to complete each phase of the restoration process is
as follows:

tdetect = tLOL (8)

tFIS = dOTN (lw − f) (9)

tsetup = 2 · dDCN (h) (10)

trestore = tLOL + dOTN (lw − f)+2 · dDCN(h)+ tswitch

(11)

3 Proposed OBS-based Scheme

Optical Burst Switching is a recent paradigm for optical
network design. In OBS, a control packet is first sent to
reserve bandwidth and configure switches along the path,
followed by a burst of data without waiting for an acknowl-
edgement of the connection establishment [1]. OBS thus
belongs to the family of “tell-and-go”, one-way reserva-
tion protocols. OBS allows the data burst to be fairly large
(order of megabytes) thus reducing overhead and can al-
low use of out-of-band signaling for transmission of control
packet. OBS relies on the the Just-Enough-Time protocol
for its operation. When a burst needs to be sent, the trans-
mitting end calculates the time t required by the control
packet to reach the farthest node on the path. It then trans-
mits the control packet and after waiting for time t, sends
the data burst. This allows just enough time for the switches
along the path to configure themselves so that the follow-
ing data burst is routed correctly to the destination. We
now propose two alternate path activation schemes based
on OBS.

3.1 Fast Reroute with Serial OBS Activation

Figure 3 illustrates our proposed scheme. The scheme is
based on the Fast Re-route scheme discussed in [7]. In this
approach, the failed headend, upon sensing the failure, tries
to setup an alternate path itself. In the path setup phase, the
DCN headend constructs an OBS control packet contain-
ing information about timing and wavelength of the data
burst to follow. When its upstream neighbor receives the
control packet, it extracts information about the source of
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Figure 3. Serial OBS activation architecture.
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Figure 4. Calculating tsetup for serial OBS-based activa-
tion.

the following data burst and initiates a cross-connect opera-
tion in the OXC that it controls. It then updates the control
packet with burst information for the next node and for-
wards it on. The ingress forwards the control packet fur-
ther on downstream toward the egress through every node
on the alternate path. Thus, the whole path is setup us-
ing the Just Enough Time (JET) burst switching technique.
[8, 9, 10] suggest that such a signaling scheme which cou-
ples data bursts in a high speed OTN and control packets
in a slower DCN is indeed practicable. Since the transmit-
ting node (i.e., the node immediately upstream to the failed
link) does not wait for an acknowledgement of path setup
before forwarding traffic on the alternate path, the time to
setup the path is significantly reduced. Moreover, the traf-
fic stream can be resumed even before all the nodes on the
path have received the control packet, as long as it can be
guaranteed that the data burst always lags behind the con-
trol packet. The time required to complete each phase of
the restoration process is as follows:

tdetect = tLOL (12)

tFIS = 0 (13)

As shown in Figure 3, the alternate path for this scheme
begins at the failed-headend, goes through the ingress and
ends at the egress. Thus, as per the figure, if the set of nodes
in the alternate path is:

P = {node2, node3, · · · , node7}

then, order to guarantee that the data burst always follows
the control packet, the following constraint (illustrated by
Figure 4) needs to be satisfied:
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Figure 5. Parallel OBS activation architecture.

∀ n ∈ P : d + On > tn

where d is the time by which the data burst is required to
lag behind the control packet, On is the time taken by the
burst to travel to node n through the OTN, and tn is the
time taken by the control packet to travel to node n through
the DCN. Hence:

tsetup = max(∀ n ∈ P : tn − On) (14)

trestore = tLOL+max(∀ n ∈ P : tn−On)+tswitch (15)

3.2 Fast Reroute with Parallel OBS Activa-
tion

In the serial OBS activation architecture, route setup signal-
ing messages flow serially starting at the node upstream to
the failure and along the re-routed alternate path. However,
this signaling scheme can be further improved by combin-
ing it with the parallel activation architecture introduced in
[4]. Figure 5 illustrates our proposed scheme. In this hy-
brid signaling scheme, the egress node, multicasts separate
OBS control packets to all the nodes on the alternate path
over the DCN in parallel. Real internetworks are organized
as transit-stub hierarchical structures [11]. As a result, the
hop distance between a pair of nodes in an internetwork
such as the DCN does not grow linearly with the geograph-
ical distance between them. Hence, the largest hop distance
that an OBS control packet is required to travel before the
data burst can be transmitted will always be smaller in case
of the parallel OBS scheme than in the serial OBS acti-
vation architecture. This is reflected in the way tsetup is
estimated for the serial and parallel architectures. For this
scheme tdetect and tFIS remain same as in Eqn. (12) and
Eqn. (13). From Figure 5, following an argument similar
to the one in the previous section, we arrive at the same5

expression for trestore as Eqn. (15):

trestore = tLOL+max(∀ n ∈ P : tn−On)+tswitch (16)

We now describe the experiments carried out in order to
compare the performance of the four schemes discussed
above.

5Here tn still represents DCN delay, but unlike serial OBS activation,
∀n ∈ P : tn+1 > tn does not necessarily hold for internetworks in this
case.
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Figure 6. Calculating tsetup for parallel OBS-based activa-
tion.

4 Experimental Evaluation

Experimental measurements were performed in order to
study the effect of each of the activation schemes on the
restoration time. An experimental run consisted of mea-
suring the average restoration time using the estimates cal-
culated above for each of the four activation schemes for
a given OTN and DCN network pair. Table 1 shows the
typical values of various parameters used in the calcula-
tion of restoration time as suggested in [4]. The Geor-
gia Tech Internet Topology Modeler (gt-itm) was used
in order to generate pure-random [11], undirected OTN
and DCN graphs. The OTN graphs were generated us-
ing the Flat Random Graph model provided by the gt-
itm whereas the Transit-Stub Graph model was used to
represent DCN structure [11, 12]. The gt-itm package
offers ways to control the network topology model, the
number of nodes, the edge probability, the node-link dis-
tribution and the geographical network size for the graphs
generated. In order to be representative of real networks,
the geographical sizes of the OTN and the DCN were al-
ways maintained equal. A mapping was developed from
each node in the OTN to a unique node in the DCN to
model its controller. Using the geographical position in-
formation provided by gt-itm for each node in a graph,
the mapping function ensured that an OTN node was al-
ways mapped to the approximately6 nearest DCN node.
Furthermore, the lengths of edges between a pair of OTN
nodes were then set to the distance between their control-
ling DCN nodes to ensure a sound model. The OTN gener-
ated was always much smaller than the DCN in node-count
(except in Experiment 3). Each data point was obtained
by running measurements on sets of at least ten different
randomly generated OTN/DCN pairs. Only 2-node con-
nected graphs were used as OTNs for any experiment. All
(p−1)·p

2 possible shortest paths in an p-node OTN were con-

sidered to be primary paths. All (p−1)·p
2 possible node-

and link-disjoint second-shortest paths in an p-node OTN
were considered to be secondary or alternate paths. Each

6For each OTN node, the DCN node with the smallest Euclidian dis-
tance from it was chosen. However, this still does not guarantee the best
geographical superimposition of the DCN on the OTN with all distances
minimized.
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probability: DCN = 0.13, OTN = 0.23).

data point represents the mean of the time to restore traf-
fic from a primary path (shortest path) to its node- and
link-disjoint secondary (second-shortest) path. The Stan-
ford GraphBase [13] library was used for writing routines
to perform measurements. The Walrus Graph Visualization
tool from CAIDA7 was used for visualizing graphs.

4.1 OTN and DCN Size

In Experiment 1, DCN and OTN were expanded two-fold8

at every run. The pure-random model was used for gener-
ating edges with edge probabilities 0.239 and 0.13 for the
OTN and DCN respectively. The average restoration time
from all primary paths to all secondary paths in each ran-
domly generated OTN was measured for each of the four
activation schemes. Figure 7 shows the performance of
each of the four activation schemes for different sizes of
the OTN and the size of the DCN (scaled down ten-fold)
at which the measurement was performed. As seen in the
figure, the proposed serial and parallel OBS-based schemes
outperform their non-OBS counterparts.

4.2 Alternate Path Length

In Experiment 2, the OTN and DCN sizes were held con-
stant. The restoration time for all alternate path-lengths was
measured over a set of ten random DCN/OTN pairs. The
pure-random model was used for generating edges with
edge probabilities 0.13 and 0.19 and sizes fixed at 100 and
480 nodes for the OTN and the DCN respectively. Fig-
ure 8 shows the performance of each of the four schemes
on varying path lengths, and the distribution of path lengths

7http://www.caida.org.
8Since the DCN is a transit-stub graph, the nodes in the DCN increased

by a factor of Z = 4 + 4 ·
s

s+1
where s is the number of nodes in a stub.

9A relatively higher edge-probability is required in order to guarantee
2-node connectedness using the gt-itm package.
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(scaled down ten-fold) in the OTN graphs on which the
measurements were performed. As seen from the results,
Parallel OBS activation scheme scales better than all the
other schemes as path length increases. Similarly, parallel
activation also scales well with path length but performs
worse than its OBS cousin. Parallel schemes thus benefit
from the structure of the DCN whereas serial schemes do
not.

4.3 Network Size

In Experiment 3, the random DCN/OTN pairs were gener-
ated with both containing the same number of nodes. The
network size (i.e., sizes of both the OTN and the DCN)
were doubled for every run and the restoration time for all
possible paths was measured for each of the four schemes.
The pure-random model was used for generating edges
with edge probabilities set to 0.4 and 0.18 for the OTN
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and DCN respectively. Figure 9 shows the results of Ex-
periment 3. It shows the performance of each of the four
schemes for varying network size with information about
the number of links in the OTN and DCN (scaled down
ten-fold) in the OTN/DCN graphs on which measurements
were performed. As seen in Figure 9, parallel OBS activa-
tion scheme exhibits the best performance as network size
increases, followed by plain parallel activation.

4.4 DCN Connectivity

In Experiment 4, the connectivity of the DCN was grad-
ually increased. The sizes of the OTN/DCN pairs gener-
ated were held constant. The pure-random model was used
for generating edges with edge probabilities set to 0.13 for
the OTN and varied for the DCN. At every run, the edge
probabilities for the DCN were doubled. As seen from Fig-
ure 10, parallel activation schemes exhibit stable scaling
performance as compared to serial schemes. Again, OBS-
based schemes outperform their non-OBS counterparts.

5 Conclusion

This paper focused on the delay inherent to various light-
path activation schemes using the novel [4] OTN-DCN
model with dissimilar data and control latencies. Two ex-
isting schemes were discussed and two variants of a new
scheme were proposed. The four schemes were compared
through experiments based on the time-to-restore metric.
Initial results from the experiments confirm that the pro-
posed schemes offer lower setup delays thus minimizing
packet loss during restoration. The proposed schemes also
exhibit resilient scaling behavior benefiting from the natu-
ral structure of DCN internetworks.
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