kernal configuration paraneter hel p—etworking part

All the network related options are selected either directly to the kernel or
conpi | ed as nodul es.

In Prague, if there’s nodule option, conpile it as nodul es
In Dublin, all options are directly conpiled to kernel

CONFI G_PACKET:

The Packet protocol is used by applications which comrunicate directly with
network devices wi thout an internediate network protocol inplenented in the
kernel, e.g. tcpdunp. If you want themto work, choose Y.

This driver is also available as a nodule called af_packet.o ( = code which can
be inserted in and renmoved from the running kernel whenever you want). If you
want to conpile it as a nodule, say M here and read Docunentation/nodul es.txt;
if you use nodprobe or knpd, you may also want to add "alias net-pf-17
af _packet" to /etc/nodul es. conf.

CONFI G_PACKET_MVAP:

If you say Y here, the Packet protocol driver will use an |O nechanism that
results in faster comruni cation

In this project: YES
I am not sure which command will use it. Just want to try

CONFI G_NETLI NK

This driver allows for two-way comunication between the kernel and user
processes. It does so by creating a new socket family, PF_NETLINK. Over this
socket, the kernel can send and receive datagrans carrying information. It is
docunented on many systems in netlink(7), a HOMO is provided as well, for
exanpl e on http://snafu.freedomorg/linux2.2/docs/netlink-HOMO. ht m

So far, the kernel uses this feature to publish some network related information
if you say Y to "Routing nessages”, below. You also need to say Y here if you
want to use arpd, a daenon that helps keep the internal ARP cache (a mapping
between | P addresses and hardware addresses on the local network) small. The
ethertap device, which lets user space prograns read and wite raw Ethernet
frames, also needs the network link driver.

CONFI G_RTNETLI NK

If you say Y here, user space programs can receive some network related routing
information over the netlink. ‘'rtnon', supplied with the iproute2 package
(ftp://ftp.inr.ac.ru), can read and interpret this data. Information sent to
the kernel over this link is ignored.

CONFI G_NETLI NK_DEV:



This option will be renoved soon. Any prograns that want to use character
speci al nodes like /dev/tapO or /dev/route (all with major nunber 36) need this
option, and need to be rewitten soon to use the real netlink socket. This is a
backward conpatibility option, choose Y for now,

CONFI G_NETFI LTER

Netfilter is a framework for filtering and mangling network packets that pass
t hrough your Linux box.

The nost conmon use of packet filtering is to run your Linux box as a firewall
protecting a local network fromthe Internet. The type of firewall provided by
this kernel support is called a "packet filter", which nmeans that it can reject
i ndi vi dual network packets based on type, source, destination etc. The other
kind of firewall,a "proxy-based" one, is nore secure but nore intrusive and nore
bot hersome to set wup; it inspects the network traffic much nore closely,
nodi fies it and has know edge about the higher |evel protocols, which a packet
filter lacks. Moreover, proxy-based firewalls often require changes to the
progranms running on the local clients. Proxy-based firewalls don't need support
by the kernel, but they are often conbined with a packet filter, which only
works if you say Y here.

You should also say Y here if you intend to use your Linux box as the gateway to
the Internet for a local network of machines wi thout globally valid I P addresses.
This is called "masquerading”: if one of the conputers on your |ocal network
wants to send sonething to the outside, your box can "masquerade" as that
conputer, i.e. it forwards the traffic to the intended outside destination, but
nodi fies the packets to make it look like they came fromthe firewall box itself.
It works both ways: if the outside host replies, the Linux box will silently
forward the traffic to the correct local conputer. This way, the conputers on
your |local net are conpletely invisible to the outside world, even though they
can reach the outside and can receive replies. It is even possible to run
globally visible servers from within a masqueraded |ocal network using a
mechani sm cal | ed portforwardi ng. Masquerading is also often called NAT (Network
Addr ess Transl ation).

Anot her use of Netfilter is in transparent proxying: if a machine on the |oca
network tries to connect to an outside host, your Linux box can transparently
forward the traffic to a local server, typically a caching proxy server.

Various nodules exist for netfilter which replace the previous masqueradi ng
(i prasgadm , packet filtering (i pchai ns), t ransparent pr oxyi ng, and
portforwardi ng nechani sms. Pl ease see Docunent ati on/ Changes under "iptabl es"” for
the | ocation of these packages.

Make sure to say N to "Fast switching" below if you intend to say Y here, as
Fast switching currently bypasses netfilter

Chances are that you should say Y here if you conpile a kernel which will run as
a router and N for regular hosts. If unsure, say N



CONFI G_NETFI LTER_DEBUG:

You can say Y here if you want to get additional messages useful in debugging
the netfilter code.

CONFI G_FI LTER

The Linux Socket Filter is derived fromthe Berkeley Packet Filter. If you say Y
here, user-space prograns can attach a filter to any socket and thereby tell the
kernel that it should allow or disallow certain types of data to get through the
socket. Linux Socket Filtering works on all socket types except TCP for now. See
the text file Docunentation/networking/filter.txt for nore information.

You need to say Y here if you want to use PPP packet filtering (see the
CONFI G_PPP_FI LTER option bel ow).

CONFI G_UNI X:

If you say Y here, you will include support for Unix domain sockets; sockets are
the standard Uni x nmechani sm for establishing and accessi ng network connections.
Many commonly used prograns such as the X Wndow system and syslog use these
sockets even if your machine is not connected to any network. Unless you are
wor king on an enbedded system or sonmething sinmlar, you therefore definitely
want to say Y here.

However, the socket support is also available as a nodule ( = code which can be
inserted in and renmoved from the running kernel whenever you want). If you want
to conpile it as a nodule, say M here and read Docunentation/nodul es.txt. The
nodule will be called unix.o. If you try building this as a nodule and you have
said Y to "Kernel nodul e | oader support" above, be sure to add 'alias net-pf-1
uni x' to your /etc/nodules.conf file. Note that several inportant services won't
work correctly if you say M here and then neglect to |load the nodul e.

Say Y unl ess you know what you are doing.

CONFI G_I NET:

These are the protocols used on the Internet and on nost |ocal Ethernets. It is
hi ghly recomended to say Y here (this will enlarge your kernel by about 144 KB),
since sone progranms (e.g. the X wi ndow system) use TCP/IP even if your machine
is not connected to any other conputer. You will get the so-called |oopback
device which allows you to ping yourself (great fun, that!).

For an excellent introduction to Linux networking, please read the NET-3-HOMO,
avail able fromhttp://ww.|inuxdoc. org/docs. ht m #howt o

This option is also necessary if you want to use the full power of term (termis
a program which gives you alnost full Internet connectivity if you have a
regul ar dial up shell account on some Internet connected Unix conputer; for nore
i nformati on, read http://ww.bart.nl/~patrickr/term how o/ Termt HOMO. htm ).



If you say Y here and also to "/proc file system support” and "Sysctl support”
bel ow, you can change various aspects of the behavior of the TCP/IP code by
writing to the (virtual) files in /[proc/sys/net/ipvd/*;, the options are
explained in the file Docunentation/networking/ip-sysctl.txt.

Short answer: say Y.

CONFI G | P_MULTI CAST:

This is code for addressing several networked conputers at once, enlarging your
kernel by about 2 KB. You need multicasting if you intend to participate in the
MBONE, a high bandwi dth network on top of the Internet which carries audio and
vi deo broadcasts. Mrre information about the MBONE is on the WAW at http://ww-
itg.lbl.gov/nmbone/ . Information about the nulticast capabilities of the various
network cards is contained in Docunentation/networking/multicast.txt. For npst
people, it's safe to say N

CONFI G_| P_ADVANCED_ROUTER:

If you intend to run your Linux box nobstly as a router, i.e. as a conputer that
forwards and redistributes network packets, say Y; you will then be presented
with several options that allow nore precise control about the routing process.

The answer to this question won't directly affect the kernel: answering N wll
just cause this configure script to skip all the questions about advanced
routing.

Note that your box can only act as a router if you enable IP forwarding in your
kernel; you can do that by saying Y to "/proc file system support” and " Sysct
support" bel ow and executing the |ine

echo "1" > /proc/sys/net/ipv4lip_forward
at boot tinme after the /proc file system has been nounted.

If you turn on IP forwarding, you wll also get the rp_filter, which
automatically rejects incomng packets if the routing table entry for their
source address doesn't match the network interface they're arriving on. This has
security advantages because it prevents the so-called IP spoofing, however it
can pose problenms if you use asymmetric routing (packets fromyou to a host take
a different path than packets from that host to you) or if you operate a non-
routi ng host which has several |P addresses on different interfaces. To turn
rp_filter off use:

echo 0 > /proc/sys/net/ipva/conf/<device>/rp_filter
or
echo 0 > /proc/sys/net/ipvad/conf/all/rp_filter



CONFI G_I P_MJLTI PLE_TABLES:

Normal |y, a router decides what to do with a received packet based solely on the
packet's final destination address. If you say Y here, the Linux router wll
al so be able to take the packet's source address into account. Furthernore, if
you also say Y to "IP: use TOS value as routing key" below, the TOS (Type-Of -

Service) field of the packet can be used for routing decisions as well. In
addition, if you say Y here and to "IP: fast network address transl ation" bel ow,
the router will also be able to nodify source and destination addresses of

f orwar ded packets.

If you are interested in this, please see the prelimnary docunentation at
http://ww. conpendi um com ar/ policy-routing.txt and
ftp://post.tepkomru/pub/vol 2/ Li nux/docs/ advanced-routing.tex . You wll need
supporting software fromftp://ftp.inr.ac.ru/ip-routing/

CONFI G_| P_ROUTE_FWWARK:

If you say Y here, you will be able to specify different routes for packets with
different mark val ues (see iptables(8), MARK target).

CONFI G_| P_ROUTE_NAT:

If you say Y here, your router will be able to nodify source and destination
addresses of packets that pass through it, in a manner you specify. General
i nformati on about Network Address Translation can be gotten fromthe docunent
http://ww. csn.tu-chemitz.de/~mha/linux-ip-nat/diplomnat. htni

CONFI G_I P_ROUTE_MULTI PATH:

Normal ly, the routing tables specify a single action to be taken in a
determ nistic manner for a given packet. If you say Y here however, it becones
possible to attach several actions to a packet pattern, in effect specifying
several alternative paths to travel for those packets. The router considers all
these paths to be of equal "cost" and chooses one of themin a non-determnistic
fashion if a matching packet arrives.

CONFI G_| P_ROUTE_TOS:

The header of every |IP packet carries a TOS (Type O Service) value wi th which
the packet requests a certain treatnment, e.g. low latency (for interactive



traffic), high throughput, or high reliability. Ifyou say Y here, you will be
able to specify different routes for packets with different TOS val ues.

CONFI G_| P_ROUTE_VERBOSE:

If you say Y here, which is recomended, then the kernel wll print verbose
nmessages regarding the routing, for exanple warnings about received packets
whi ch |1 ook strange and could be evidence of an attack or a m sconfigured system
somewhere. The information is handled by the klogd daenon which is responsible
for kernel nessages("man klogd").

CONFI G_| P_ROUTE_LARGE_TABLES:

If you have routing zones that grow to nore than about 64 entries,you may want
to say Y here to speed up the routing process.

CONFI G_| P_PNP:

This enables automatic configuration of |P addresses of devices and of the
routing table during kernel boot, based on either information supplied on the
kernel command line or by BOOTP or RARP protocols. You need to say Y only for
di skl ess machines requiring network access to boot (in which case you want to
say Y to "Root file system on NFS'" as well), because all other nachines
configure the network in their startup scripts.

CONFI G_NET_I PI P

Tunnel i ng means encapsul ati ng data of one protocol type w thin another protoco
and sending it over a channel that understands the encapsul ating protocol. This
particular tunneling driver inplenents encapsulation of IP within I[P, which
sounds kind of pointless, but can be useful if you want to nmake your (or sone
ot her) nachi ne appear on a different network than it physically is, or to use
mobile-I1P facilities (allowing |aptops to seanlessly npve between networks
wi t hout changi ng their I P addr esses; check out
http://anchor. cs. bi nghant on. edu/ ~nobi | ei p/ L3/ i ndex. htm ).

Saying Y to this option will produce two nodules ( = code which can be inserted

in and renoved from the running kernel whenever you want). WMst people won't
need this and can say N

CONFI G_NET_| PGRE:

Tunnel i ng means encapsul ati ng data of one protocol type w thin another protoco
and sending it over a channel that understands the encapsul ating protocol. This



particul ar tunneling driver inplements GRE (CGeneric Routing Encapsul ation) and
at this time allows encapsulating of |[IPv4 or [Pv6 over existing |Pv4
infrastructure. This driver is useful if the other endpoint is a Cisco router:
Cisco likes GRE nuch better than the other Linux tunneling driver ("IP:
tunneling"” above). In addition, GRE allows nulticast redistribution through the
t unnel

CONFI G_I P_MVROUTE:

This is used if you want your machine to act as a router for |P packets that
have several destination addresses. It is needed on the MBONE, a high bandw dth
network on top of the Internet which carries audio and video broadcasts. In
order to do that, you would nobst likely run the program nrouted. |nformation
about the nmulticast capabilities of the various network cards is contained in
Docunent ati on/ networ ki ng/ mul ticast.txt. If you haven't heard about it, you don't
need it.

CONFI G_I P_PI MBM V1:

Kernel side support for Sparse Mode PIM (Protocol |ndependent Miulticast) version
1. This multicast routing protocol is used wi dely because Cisco supports it. You
need special software to use it (pimd-vl). Please see http://netweb.usc. edu/pim
for nore informati on about PIM

Say Y if you want to use PIMSM vl. Note that you can say N here if you just
want to use Dense Mbde PIM

CONFI G_I P_PI MBM V2:

Kernel side support for Sparse Mdde PIM version 2. In order to use this, you
need an experinmental routing daenon supporting it (pind or gated-5). This
routing protocol is not used widely, so say N unless you want to play with it.

CONFI G_I NET_ECN:

Explicit Congestion Notification (ECN) allows routers to notify clients about
network congestion, resulting in fewer dropped packets and increased network
performance. This option adds ECN support to the Linux kernel, as well as a
sysctl (/proc/sys/net/ipv4/tcp_ecn) which allows ECN support to be disabled at
runtine.

Note that, on the Internet, there are many broken firewalls which refuse
connections from ECN-enabled machines, and it my be a while before these
firewalls are fixed. Until then, to access a site behindsuch a firewall (sone of



which are major sites, at the time of this witing) you will have to disable
this option, either by saying N now or by using the sysctl.

CONFI G_SYN_COCOKI ES:

Normal TCP/IP networking is open to an attack known as "SYN flooding". This
deni al -of -service attack prevents legitimte renmpte users from being able to
connect to your conputer during an ongoing attack and requires very little work
fromthe attacker, who can operate from anywhere on the Internet.

SYN cooki es provide protection against this type of attack. If you say Y here
the TCP/IP stack will use a cryptographic challenge protocol known as "SYN
cookies" to enable legitimte users to continue to connect, even when your
machi ne is under attack. There is no need for the legitimate users to change
their TCP/IP software; SYN cookies work transparently to them For technica
i nformati on about SYN cookies, check out
ftp://koobera. mat h. ui c. edu/ syncooki es. ht m

If you are SYN flooded, the source address reported by the kernel is likely to
have been forged by the attacker; it is only reported as an aid in tracing the
packets to their actual source and should not be taken as absolute truth.

SYN cookies nmay prevent correct error reporting on clients when the server is
really overloaded. If this happens frequently better turn them off.

If you say Y here, note that SYN cookies aren't enabled by default; you can
enable them by saying Y to "/proc file system support"” and "Sysctl support"”
bel ow and executing the comrand

echo 1 >/proc/sys/net/ipvad/tcp_syncookies

at boot tinme after the /proc file system has been nounted.

If unsure, say Y.

CONFI G_I P_NF_CONNTRACK:

Connection tracking keeps a record of what packets have passed through your
machi ne, in order to figure out how they are related into connections.

This is required to do Masquerading or other kinds of Network Address
Transl ati on (except for Fast NAT). It can also be used to enhance packet
filtering (see "Connection state match support' bel ow).

| f you want to conmpile it as a nodul e, say M  here and read
Docunment ati on/ nodul es.txt. |If unsure, say "N .

CONFI G_| P_NF_FTP:

Tracking FTP connections is problematic: special helpers are required for
tracking them and doing nasquerading and other forms of Network Address
Transl ati on on them



If you want to conpile it as a nodule, say M here and read
Docunentation/ nodul es.txt. |If unsure, say "Y'.

CONFI G_| P_NF_QUEUE:

Netfilter has the ability to queue packets to user space: the netlink device can
be used to access themusing this driver.

| f you  want to compile it as a nodul e, say M here and read
Docunment ati on/ nodul es.txt. |If unsure, say "N .

CONFI G_I P_NF_I PTABLES:

i ptables is a general, extensible packet identification framework. The packet
filtering and full NAT (masquerading, port forwarding, etc) subsystems now use
this: say "Y' or "M here if you want to use either of those.

If you want to conpile it as a nodule, say M here and read
Docunment ati on/ nodul es.txt. |f unsure, say "N .

CONFI G_| P_NF_MATCH LIM T:

limt matching allows you to control the rate at which a rule can be matched:
mai nly useful in combination with the LOG target ("LOG target support", below)
and to avoid sone Denial of Service attacks.

If you want to conpile it as a nodule, say M here and read
Docunentation/ nodul es.txt. |f unsure, say "N.

CONFI G_| P_NF_MATCH_MAC:

mac mat ching allows you to match packets based on the source ethernet address of
t he packet.

If you want to conpile it as a nodule, say M here and read
Docunment ati on/ nodul es.txt. |If unsure, say "N .

CONFI G_| P_NF_MATCH MARK:

Netfilter mark matching allows you to match packets based on the “nfnmark' val ue
in the packet. This can be set by the MARK target (see bel ow).



If you want to conpile it as a nodule, say M here and read
Docunentation/ nodul es.txt. |If unsure, say "N.

CONFI G_I P_NF_MATCH_MULTI PORT:

Mul ti port matching allows you to match TCP or UDP packets based on a series of
source or destination ports: normally a rule can only match a single range of
ports.

If you want to conpile it as a nodule, say M here and read
Docunment ati on/ nodul es.txt. |f unsure, say "N .

CONFI G_| P_NF_MATCH_TOCS:

TOS matching allows you to match packets based on the Type O Service fields of
the I P packet.

If you want to conpile it as a nodule, say M here and read
Docunment ati on/ nodul es.txt. |f unsure, say "N .

CONFI G_| P_NF_MATCH_TCPMES:

This option adds a "tcpnss' match, which allows you to exam ne the MSS val ue of
TCP SYN packets, which control the maxi num packet size for that connection

If you want to conpile it as a nodule, say M here and read
Docunent ati on/ nodul es.txt. |If unsure, say "N .

CONFI G_| P_NF_MATCH_STATE:

Connection state matching allows you to match packets based on their
relationship to a tracked connection (ie. previous packets). This is a powerfu
tool for packet classification.

If you want to conpile it as a nodule, say M here and read
Docunentation/ nodul es.txt. |If unsure, say "N.

CONFI G_| P_NF_MATCH_UNCLEAN:

Uncl ean packet matching matches any strange or invalid packets, by looking at a
series of fields in the IP, TCP, UDP and | CMP headers.

If you want to conpile it as a nodule, say M here and read



Docunentation/ nodul es.txt. |f unsure, say "N.

CONFI G_| P_NF_MATCH_OWNER:

Packet owner matching allows you to match | ocally-generated packets based on who
created them the user, group, process or session.

If you want to conpile it as a nodule, say M here and read
Docunentation/ nodul es.txt. |If unsure, say "N.

CONFI G_I P_NF_FI LTER

Packet filtering defines a table “filter', which has a series of rules for
simpl e packet filtering at |ocal input, forwarding and |ocal output. See the
man page for iptables(8).

If you want to conpile it as a nodule, say M here and read
Docunment ati on/ nodul es.txt. |If unsure, say "N .

CONFI G_| P_NF_TARGET_REJECT:

The REJECT target allows a filtering rule to specify that an ICVMP error should
be issued in response to an incom ng packet, rather than silently being dropped.

If you want to conpile it as a nodule, say M here and read
Docunent ati on/ nodul es.txt. |If unsure, say "N .

CONFI G_| P_NF_TARGET_M RROR:

The MRROR target allows a filtering rule to specify that an inconing packet
shoul d be bounced back to the sender

If you want to conpile it as a nodule, say M here and read
Docunentation/ nodul es.txt. |If unsure, say "N.

CONFI G_| P_NF_NAT:



The Full NAT option allows masqueradi ng, port forwarding and ot her forns of ful
Net work Address Port Translation. It is controlled by the “nat' table in
i ptabl es: see the man page for iptables(8).

If you want to conpile it as a nodule, say M here and read
Document ati on/ nodul es.txt. |If unsure, say "N .

CONFI G_I P_NF_TARGET_MASQUERADE:

Masquerading is a special case of NAT: all outgoing connections are changed to
seem to conme from a particular interface's address, and if the interface goes
down, those connections are lost. This is only useful for dialup accounts with
dynamic | P address (ie. your |P address will be different on next dialup).

If you want to conpile it as a nodule, say M here and read
Docunent ati on/ nodul es.txt. |f unsure, say "N .

CONFI G_| P_NF_TARGET_REDI RECT:

REDI RECT is a special case of NAT: all incoming connections are napped onto the
incoming interface's address, causing the packets to come to the |ocal mmachine
i nstead of passing through. This is useful for transparent proxies.

If you want to conpile it as a nodule, say M here and read
Docunment ati on/ nodul es.txt. [|f unsure, say "N .

CONFI G_| P_NF_MANGLE:

This option adds a "mangle' table to iptables: see the man page for iptables(8).
This table is used for various packet alterations which can effect how the
packet is routed.

If you want to conpile it as a nodule, say M here and read
Docunment ati on/ nodul es.txt. |f unsure, say "N .

CONFI G_| P_NF_TARGET_TCS:

This option adds a "~TOS' target, which allows you to create rules in the
“mangl e' table which alter the Type OF Service field of an |IP packet prior to
routing.

If you want to conpile it as a nodule, say M here and read
Docunent ati on/ nodul es.txt. |f unsure, say "N .



CONFI G_I P_NF_TARGET_MARK

This option adds a “MARK target, which allows you to create rules in the
"mangl e' table which alter the netfilter mark (nfmark) field associated with the
packet packet prior to routing. This can change the routing nethod (see "IP: use
netfilter MARK value as routing key') and can also be used by other subsystens
to change their behavior.

If you want to conpile it as a nodule, say M here and read
Docunentation/ nodul es.txt. |f unsure, say "N.

CONFI G_| P_NF_TARGET_LOG:

This option adds a "LOG target, which allows you to create rules in any
i ptabl es tabl e which records the packet header to the syslog.

If you want to conpile it as a nodule, say M here and read
Docunment ati on/ nodul es.txt. [|f unsure, say "N.

CONFI G_| P_NF_TARGET_TCPMSS:

This option adds a ~TCPMSS' target, which allows you to alter the MSS val ue of
TCP SYN packets, to control the maximum size for that connection (usually
[imting it to your outgoing interface's MU m nus 40).

This is used to overcone crimnally braindead |ISPs or servers which block | CW
Fragnent ati on Needed packets. The synptons of this problemare that everything
works fine from your Linux firewall/router, but machines behind it can never
exchange | arge packets:

1) Web browsers connect, then hang with no data received.

2) Small mail works fine, but |arge enails hang.

3) ssh works fine, but scp hangs after initial handshaking.

Wor karound: activate this option and add a rule to your firewall configuration
like:

i ptables -A FORWARD -p tcp --tcp-flags SYN, RST SYN \
-j TCPMSS --cl anp-nss-to-pntu

If you want to conpile it as a nodule, say M here and read
Docunentation/ nodul es.txt. |f unsure, say "N.

CONFI G_I PV6:



This is experinmental support for the next version of the Internet Protocol: IP
version 6 (also called IPng "IP next generation").Features of this new protocol
i nclude: expanded address space, authentication and privacy, and seanless
interoperability with the current version of IP (IP version 4). For general
informati on  about | Pv6, see http://playground. sun.com pub/ipng/htm/ipng-
mai n.htm ; for specific informati on about |Pv6 under Linux read the HOAMTO at
http://ww. bi eringer.de/linux/1Pv6/ and the file net/ipv6/ README in the kernel
source.

If you want to use |IPv6, please upgrade to the newest net-tools as given in

Documnent ati on/ Changes. You will still be able to do regular |Pv4 networking as
wel | .

This protocol support is also available as a nmodule ( = code which can be
inserted in and renoved from the runni ng kernel whenever you want). The nodul e
will be called ipv6.o. If you want to conpile it as a nodule, say M here and

read Docunent ati on/ nodul es. t xt.

It is safe to say N here for now.

CONFI G_| P6_NF_| PTABLES:

i pétables is a general, extensible packet identification framework. Currently
only the packet filtering and packet mangling subsystem for |IPv6 use this, but
connection tracking is going to follow Say 'Y or 'M here if you want to use
ei t her of those.

If you want to conpile it as a nodule, say M here and read
Docunent ati on/ nodul es.txt. |If unsure, say "N .

CONFI G_I P6_NF_MATCH LIM T:

limt matching allows you to control the rate at which a rule can be matched:
mai nly useful in combination with the LOG target ("LOG target support", below)
and to avoid sone Denial of Service attacks.

If you want to conpile it as a nodule, say M here and read
Docunentation/ nodul es.txt. |f unsure, say "N.

CONFI G_| P6_NF_MATCH_MARK:

Netfilter mark matching allows you to match packets based on the “nfmark' val ue
in the packet. This can be set by the MARK target (see bel ow).

If you want to conpile it as a nodule, say M here and read



Docunentation/ nodul es.txt. |f unsure, say "N.

CONFI G_| P6_NF_FI LTER:

Packet filtering defines a table “filter', which has a series of rules for
simpl e packet filtering at |ocal input, forwarding and |ocal output. See the
man page for iptables(8).

If you want to conpile it as a nodule, say M here and read
Docunment ati on/ nodul es.txt. |If unsure, say "N .

CONFI G_I P6_NF_MANGLE:

This option adds a "nmangle' table to iptables: see the man page for iptables(8).
This table is used for various packet alterations which can effect how the
packet is routed.

If you want to conpile it as a nodule, say M here and read
Docunent ati on/ nodul es.txt. |f unsure, say "N .

CONFI G_| P6_NF_TARGET_MARK:

This option adds a “~MARK target, which allows you to create rules in the
"mangl e' table which alter the netfilter mark (nfmark) field associated with the
packet packet prior to routing. This can change the routing nethod (see “IP: use
netfilter MARK value as routing key') and can also be used by other subsystens
to change their behavior.

If you want to conpile it as a nodule, say M here and read
Docunment ati on/ nodul es.txt. |f unsure, say "N .



CONFI G_ATM

ATM is a high-speed networking technology for Local Area Networks and Wde Area
Net works. It uses a fixed packet size and is connection oriented, allow ng for
the negotiation of m ni mum bandwi dth requirenents.

In order to participate in an ATM network, your Linux box needs an ATM
networking card. If you have that, say Y here and to the driver of your ATM card
bel ow.

Not e that you need a set of user-space programs to actually make use of ATM See
the file Docunentation/networking/atmtxt for further details.

Why not ?

No ATMin this project at all

The | PX protocol

Appl etal k protocol support

DECnet Support

802. 1d Et hernet Bridging

CClI TT X. 25 Packet Layer (EXPERI MENTAL)

For this project, select NO to the above options. Because all protocols involved
here is IP or |Pv6.

Part of ny project will be on Queueing topics. The followi ng options on QS
topics will be chosen.

CONFI G_NET_SCHED:

When the kernel has several packets to send out over a network device, it has to
deci de which ones to send first, which ones to delay, and which ones to drop.
This is the job of the packet scheduler, and several different algorithnms for
how to do this "fairly" have been proposed.

If you say N here, you will get the standard packet scheduler, which is a FIFO
(first come, first served). If you say Y here, you will be able to choose from
anong several alternative algorithnms which can then be attached to different

network devices. This is useful for exanmple if sone of your network devices are
real time devices that need a certain mininumdata flow rate, or if you need to
l[imt the maxi mum data flow rate for traffic which natches specified criteria.

This code is considered to be experinmental



To adnminister these schedulers, you'll need the user-level utilities fromthe
package iproute2+tc at ftp://ftp.inr.ac.ru/ip-routing/ . That package also
cont ai ns some docunent ati on; for nor e, check out
http://snafu.freedomorg/|linux2.2/iproute-notes. htm

This Quality of Service (QS) support wll enable you to use Differentiated
Services (diffserv) and Resource Reservation Protocol (RSVP) on your Linux
router if you also say Y to "QoS support"”, "Packet classifier API" and to sone
classifiers bel ow. Docunent ati on and sof t war e is at

http://icawwl. epfl.ch/linux-diffserv/

If you say Y here and to "/proc file system below, you will be able to read
status i nformati on about packet schedulers fromthe file /proc/net/psched.

The avail abl e schedulers are listed in the followi ng questions; you can say Y to
as many as you like. If unsure, say N now.

CONFI G_NET_SCH_CBQ

Say Y here if you want to use the Class-Based Queueing (CBQ packet scheduling
algorithm for sone of your network devices. This algorithm classifies the
waiting packets into a tree-like hierarchy of classes; the |eaves of this tree
are in turn scheduled by separate algorithns (called "disciplines" in this
context).

See the top of net/sched/sch_cbqg.c for references about the CBQ al gorithm

CBQ is a commnly used scheduler, so if you're unsure, you should say Y here

Then say Y to all the queueing algorithms below that you want to use as CBQ
disciplines. Then say Y to "Packet classifier API" and say Y to all the
classifiers you want to use; a classifier is a routine that allows you to sort
your outgoing traffic into classes based on a certain criterion.

This code is also available as a nmodule called sch_cbg.o ( = code which can be
inserted in and renmoved from the running kernel whenever you want). |If you want
to compile it as a nodule, say Mhere and read Docunent ati on/ nmodul es. t xt .

CONFI G_NET_SCH_CSZ:

Say Y here if you want to use the C ark-Shenker-Zhang (CSZ) packet scheduling
algorithm for some of your network devices. At the nonent, this is the only
al gorithm that can guarantee service for real-time applications (see the top of
net/sched/sch_csz.c for details and references about the al gorithm.

Note: this scheduler is currently broken.
This code is also available as a nmodule called sch_csz.o ( = code which can be

inserted in and renmoved from the running kernel whenever you want). |If you want
to compile it as a nmodule, say M here and read Docunent ati on/ nodul es. t xt.



CONFI G_NET_SCH_PRI O

Say Y here if you want to use an n-band priority queue packet "scheduler" for
some of your network devices or as a leaf discipline for the CBQ scheduling
algorithm If unsure, say Y.

This code is also available as a nodule called sch_prio.o ( = code which can be
inserted in and renmoved from the running kernel whenever you want). |If you want
to compile it as a nodule, say Mhere and read Docunent ati on/ nmodul es. t xt .

CONFI G_NET_SCH_RED:

Say Y here if you want to use the Random Early Detection (RED) packet scheduling
al gorithm for sone of your network devices (see the top of net/sched/sch_red.c
for details and references about the algorithm.

This code is also available as a nodule called sch_red.o ( = code which can be
inserted in and removed from the running kernel whenever you want). |If you want
to conpile it as a nobdule, say M here and read Docunent ati on/ nodul es. t xt.

CONFI G_NET_SCH_SFQ

Say Y here if you want to use the Stochastic Fairness Queueing (SFQ packet
scheduling algorithm for sonme of your network devices or as a |eaf discipline
for the CBQ scheduling algorithm (see the top of net/sched/sch_sfqg.c for details
and references about the SFQ al gorithm.

This code is also available as a nmodule called sch_sfgq.o ( = code which can be
inserted in and renmoved from the running kernel whenever you want). |If you want
to compile it as a nodule, say Mhere and read Docunent ati on/ nmodul es. t xt .

CONFI G_NET_SCH_TEQL:

Say Y here if you want to use the True Link Equalizer (TLE) packet scheduling
al gorithm for some of your network devices or as a |eaf discipline for the CBQ
scheduling algorithm This queueing iscipline allows the conbination of severa
physi cal devices into one virtual device. (see the top of net/sched/sch_teql.c
for details).

This code is also available as a nodule called sch_teql.o ( = code which can be
inserted in and removed from the running kernel whenever you want). If you want
to compile it as a nmodule, say M here and read Docunent ati on/ nodul es. t xt.



CONFI G_NET_SCH_TBF:

Say Y here if you want to use the Sinple Token Bucket Filter (TBF) packet
scheduling algorithm for sonme of your network devices or as a |eaf discipline
for the CBQ scheduling algorithm (see the top ofnet/sched/sch_tbf.c for a
description of the TBF al gorithm.

This code is also available as a nodule called sch_tbf.o ( = code which can be
inserted in and renmoved from the running kernel whenever you want). |If you want
to conpile it as a nodule, say M here and read Docunentati on/ nodul es. txt.



