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Abstract— This paper proposesa hew approachto pro-
viding fault tolerancein MPLS networks basedon the con-
ceptof “domain protection” where protection pathsfor all
working paths that terminate in an egressrouter are cal-
culated simultaneously The proposedschemeguarantees
that every protected node is connectedto two protection
pathsplacedin away that no singlelink failur ewould cause
simultaneousloss of connectiity betweena node and the
egress outer on both protectionpaths. The useof dual pro-
tection paths permits decouplingthe protection path place-
ment fromthe working path placementthus allowing much
greater flexibility than other recently proposedschemes.
Several heuristics to improve the quality and reducethe
cost of the protection path placementare proposedand
evaluated. The simulation resultsshow that the algorithm
together with the heuristic extensionsachieves protection
which is lesscostly or comparableto two recentlyproposed
MPLS protection schemes— RSVP Backup Tunnels and
Fast Reroute — while exhibiting comparatively lower algo-
rithmic complexity.

. INTRODUCTION

Rapidlyincreasingvolumeof traffic carriedby the Internetto-
getherwith imposing requirementdor reliability, quality of
service,and manageabilityforce the network technologyde-
signersto comeup with new approacheandsolutions.As the
Internetmovestowardsa IP over WDM model,existingmeans
of network engineeringo provide assuredandwidth,quality
of serviceandfaulttoleranceshouldbe substituted MultiPro-
tocol Label Switching (MPLS) [1] hasemegedasa technol-
ogythatcanprovidemary of thefunctionalitiesnow associated
with ATM and/orSONET/SDHwithout incurringmuchof the
overhead.

Currentbackbonenetworksrely primarily on the protection
in thelink layer provided by SONET/SDHandthe capability
of routing protocolsin the network layer to reroutethe traf-
fic aroundthe failed link. SONET/SDHis capableof service
restoratiorwithin few tensof millisecondshowever, thescope
of theprotectionis limited. Standardoutingprotocolsprovide
muchgreaterdegreeof flexibility atthecostof restoratiortime
in theorderof seconddo minutes.lt is generallyacceptedhat
desirablefailure recovery time shouldbe of the orderof tens
of milliseconds[2]. MPLS appeardo be a suitableplaceto
provide fault tolerance.lt is the lowestlayer with the knowl-
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edgeof the entirenetwork topologyaswell asa pointwith the
necessaryraffic engineeringapabilities.

The standardgoal of MPLS protectionschemesincluding
theoneproposedn this paperis to protectthe domainagainst
asinglelink failure. Provided thatthe links arenot placedin
sharedconduits,a multiple link failureis a relatively unlikely
scenario. Node faults are not currently consideredn MPLS
protectionschemesinceroutersin backbonaetworksaretyp-
ically highly reliable devices with multiple layersof built-in
fault protection. The authorsare currently investigatingex-
tensionsto the presentedschemeto cover a wider variety of
failuresaswell asto addressheissuef resourceesenation.

Il. BACKGROUND

Two mechanisméave recentlybeenproposedor therestora-
tion of Label SwitchedPaths(LSP) setup in the MPLS net-
works, namely the RSVP Backup Tunnels[3] and the Fast
Reroutingscheme[4].

Extensiongo RSVP[3] have beenmadeto incorporatethe
conceptof LSP tunnelsinto the RSVP flows. RSVP makes
useof themalke-before-breakoncepin reroutingtunnels,.e.,
a new alternatepathis createdbeforethe currentpathis torn
down. This principle appliesnot only in the caseof a failure
but alsoin thecasewhenbetterroutesareavailablethantheex-
istingones.Fastrestoratiorof LSPscanbeachiezedby setting
up preconfiguredackuppathsusingtraffic engineering.

The motivation behindthe Fast Rerouteapproach4] is to
reversetraffic at the point of the failure backto the ingress
node of the protectedLSP and redirectit via a parallel pre-
configuredLSP. This mechanisminvolvessettingup two path
segments. The reverse sggmentrunsin the reversedirection
of theworking path,from the egressnodeto theingressnode,
while the alternateseggmentrunsfrom theingressnodeto the
egressnodethroughnodesthatarepathandlink disjoint with
the working path. Thesetwo segmentsput togetherform the
backuppathfor anLSP.

The major problem associatedvith thesemethodsis the
numberof alternatepathsthat areto be establishedor every
ingressand egresspair andthe issueof finding link/nodedis-
joint backuppaths. As shawvn in Figure 1, it may not always
bepossibleto find suchalink disjoint pathunlesstheworking
pathis rerouted.Giventhatworking pathplacements aresult
of a potentiallycomplex decision addingfurtherconstraintss
highly undesirable.
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Figurel: An exampleof aworking pathplacemenpreventing
alink disjoint protectionpathplacement.

I1l. Two PATH PROTECTION SCHEME

The proposedschemeaddresseshe issuesof flexibility and
costasoutlinedabove by establishingwo protectionpathsbe-
tweena nodeandan egressrouter Sincethe two protection
pathsmay sharelinks with the working path, the the scheme
providesgreaterflexibility thancorventionalsingleprotection
pathmethodsat a potentiallylower cost.

All pathsprotectingL SPsleadingtowardsa commonegress
routerarecalculatedsimultaneouslysingtheproposedeuris-
tic algorithm. The pathsplacementgeneratecby the algo-
rithm utilizes LSP meming thusproviding for reductionin re-
quiredlabeltablesizesin therouters.A full domainprotection
is achieved by a concurrentexecutionof the protectionpath
placemenalgorithmin eachegressrouter MPLS traffic engi-
neeringmethodsarethenusedto establisitheprotectionpaths.

A. Theprotectionpathplacementlgorithm

Assumean MPLS domain whose topology representecy
graphG(N, L), where N is the setof n nodesand L is the
setof [ links betweenthe nodes. Furthermore,assumethat
graphd is two-edgeredundanandthereforecanbe protected
againstary singlelink failure. The algorithmattemptsto lo-
catetwo treesin graphG suchthatno singlelink failurewould
disconnect nodefrom theroot of the tree (the egressnode).
A preliminary versionof this algorithm have beenpresented
by theauthorsin [6]. A moreformal definition of the problem
(termedmulti-treeapproact{7]) andalternatve solutionscan
befoundin [7, 8].

Input: TheMPLSdomainD andegressoutere.

Output: Two collections of protection paths connecting
ingressroutersto egressroutere.

Initialization: Find a spanningtree of graphG rootedin the
egressoutere. Let P bethesetof nodesfor whichthe protec-
tion pathshave beenestablishedlnitially it containgheegress
router: P = {e}.

Repeauntil all nodesare protected P = N):

1. Selectoneof the branchef the spanningtree attached
to the egressnodeand mark all its nodesexceptfor the
egressnode.

2. Scanall markednodesto find nodei thathasalink to an
unmarlednodej.

Protected nodes Protected nodes

-~ Protection path 1----Protection path 2 ® Egress node ® Marked node

Figure2: ProtectionpathconstructionvBNS topology

3. Considera ring pathconsistingof the links of the span-
ning tree leadingfrom e to 4, the link betweeni andj,
andthe links of the spanningireebetween; ande (note
thatthis sggmentof thering is emptyin thecasej = e).

4. Placetwo protectionpathsalongthering: onein clock-
wise, the otherin counterclockwisalirection. The paths
originatein the two nodesof thering thatareadjacento
the egressrouter and follow the ring all the way to the
egressnode. Mergethe createdprotectionpathswith the
protectionpathsestablishedn the previous iterationsof
the algorithmfor the protectednodesthatarenow a part
of the egressnode. All nodeson the ring are now con-
nectedo bothprotectionpathsandaddedo P.

5. In the subsequeniteration of the algorithm considera
new graphconstructedy treatingall nodesn P asasin-
gle nodethatwill actastheegressnodeandby removing
all links thatconnectwo protectechodes.

Figure 2 shaws the stepsof the algorithm calculatingpro-
tection path placemenfor a network with topology of vBNS
backboneg(with unprotectabldeaf nodesremoved) and node
A asthe egressrouter All othernodesof the network actas
ingressrouters.

It shouldbenotedthatthealgorithmmalkesarbitrarychoices
at several points. The rest of this sectionexplores several
heuristicapproachethatcanbeemployedto improvethequal-
ity of a solutionwithout significantlyincreasingthe algorith-
mic compleity.



B. Heuristicdecisions

Finding optimal protectionpath placements a difficult prob-
lem especiallysinceit is expectedthatthe schemewill beem-
ployed for domainswith a large numberof nodes. Further

more, in mary casesin real networks, it is even difficult to

comeup with a clearmeasureof quality sincemary security
andbusinesgelatedissueshave to betakeninto accountwhen
consideringprotection. The schemepresentedn this paper
doesnot attemptto find an optimal solution,ratherit provides
for maximumdegreeof flexibility , allowing unforeseermriteria
to beconsideredvhile designinga protectionpathplacement

In this paperwe considertwo main quantitatve measures
of quality of a protectionschemethelengthof the protection
pathsandthe numberof protectionpathsperlink. Thelength
of protectionpathswaschoserasanindicationof thedelaythe
traffic will experienceaftera link failure. The averageof all
protectionpathlengthsfor the entiredomainapproximateshe
overallimpactof afault on thetraffic streams.The maximum
protectionpathlengthgivestheworstcasescenarioanimpor-
tantmeasureor real-timetraffic provisioning. In additionto
theintroduceddelay thelengthof protectionpathsreflectsthe
amountof resourcesequiredto protectthedomain.

The numberof protectionpathsthat passthrougha link is
usedasanindicationof theamountof resourcessuchaslabel
tablesizesandsignallingoverheadthat are requiredto setup
and maintainthe protection. The averageandthe maximum
of the numberof protectionpathsperlink arealsoanindica-
tion of how well theprotectionpathsaredistributedthroughout
the network. The heuristicsoutlinedbellow aim atimproving
theperformancef theproposedgrotectionschemeusingthese
measuresf quality.

An example in Figure 3 showvs two possible placement
of protectionpathsin a network. The first protectionpath
placements the result of identifying a ring alongthe nodes
ABCDE. The longest protection paths (EDCBA and
BCDEA) are 4 hopslong and the averageprotectionpath
lengthis 2.5. The secondprotectionpathplacements there-
sult of selectingrings alongnodesABE, then BCE, andfi-
nally BDE. In this casethelongestprotectionpathsareonly
two hopslong andthe averageprotectionpathlengthis 1.75
hops.

The pathplacementlgorithmdescribedabore makesarbi-
trary choicesat three points: when a spanningtreeis found
during the initialization step,whena branchof the spanning
is selectedin step1, andwhen a link connectinga marked
nodeto an unmarled nodeis chosenin step3. In all three
cases,the algorithm can choseary of the available options
without affecting the protectionstatusof the nodes. Clearly,
the choicesmadehave animpacton the quality of the protec-
tion pathplacement.

Thegoalof theheuristicusedfor the spanningreeselection
in theinitialization stepof the algorithmis to comeup with a
spanningreewith mary shortbranches.Sincethe protection
pathsareroutedmostlyalongthebranche®f thespannindree,
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--—= Protection path 2

Figure3: Two possibleprotectionpathplacements.
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Figure4: Heuristicedgeselection.

the resulting protectionpath placementshould exhibit lower
maximumand averageprotectionpath lengths. Experiments
describedn thefollowing sectionutilized Dijkstra’salgorithm
to calculatethe shortespathspanningree.

Another point in the algorithm that can potentially affect
the quality of the protectionpath placements the choice of
a spanningtree branchfor markingin stepl. Brancheswith
low depth(both averageand maximum)appearto be suitable
candidatesswell asthosewith a smallernumberof nodes.

Thechoiceof aring selectedn step2 of the algorithmalso
affectsthe quality of the solution. The methoddescribedel-
low attemptsto reducethe maximumandthe averageprotec-
tion path lengthsby finding the smallestpossiblering when
anedgeconnectinga marked nodeto anunmarlednodeis se-
lected. Note that as a resultof calculatingthe spanningtree
during the initialization step, the distancefrom every nodeto
the egressrouteris known. This informationis usedto calcu-
late the length of the ring thatis beingformed (the length of
thering = the distancerom a marked nodeto the egress+ the
lengthof thelink betweenthe markedandanunmarlednode
+ the distanceform the unmarlednodeto the egressnode).In
theprocesof scanningall neighborsof markednodesthelink
with the smallestresultingring lengthis selectedandusedin
the subsequerdtepsof the algorithm.

Figure 4 shavs an exampleof edgeselectionin step2 of
the algorithm. Assumethat the branchof spanningtree with
nodesB and C was selectedin step1 and the nodeswere
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marked. Therearethreeedgesconnectingnarkednodeso the
unmarledones((B, D), (C, D), and(C, F')). Corresponding
ring lengthsare5, 6, and4 respectiely. Thereforelink (C, F')
is selectecandthering is formedalongnodesABCF'.

V. PERFORMANCE EVALUATION

This sectionpresentgomparisorof the proposedschemaewith
thetwo existing schemesgor MPLS protectionoutlinedin Sec-
tion Il. Two variantsof the proposedschemeare considered
in the experiments:onewhich usesmakesarbitrary choiceat
all pointsof the algorithmexceptfor the spanningtree selec-
tion whereDijkstra’s algorithmis employed (Two Path). The
secondvariant (ExtendedTwo Path) utilizes the shortestring
selectionheuristicdescribedn the previous section. All four
protectionschemesave beenimplementedn a simulatorand
their performancevasevaluatedusingthecriteriadescribedn
the previous section:lengthsof protectionpathsandthe num-
ber of protectionpathsper node. For both measuresverage
andmaximumvaluesareconsidered.

Mesh topologieswere selectedfor one set of simulations
sincethey resemblehebackbondopologiesandcanbescaled.
Theresultspresentedn Figures5—8for varying the meshdi-
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Figure7: Max. numberof protectionpathsperlink for meshes.
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Figure8: Avg. numberof protectionpathsperlink for meshes.

mensionshaw the trendsasthe numberof nodesin a network
increases.

Figures9—12shaw theperformancdor topology R4 (k) [6]
chosento studythe effectsof varying connectvity of the net-
work: R,(k), k = 2,4,...,n — 1, is anetwork with n nodes,
labeled0, 1, ...,n — 1, wherenodei, 0 < i < n, haslinks to
nodesi © [4],..,ie2ioli®l,i®2,..i® [L] (@6
represenaddition/subtractiomodulon).

V. CONCLUSION

This paperhaspresented novel approacho servicerestora-
tion in MPLS network. The proposedschemeconsiderspro-
tectionof all pathsleadingfrom ingressroutersto a common
egressrouterasopposedo traditionallink or pathprotection.
Protectionusingtwo pathsallows for greaterflexibility in pro-
tection path placementsince the protectionpathsmay share
links with theworking path.

Several heuristicmethodsthat canbe employed within the
algorithm are proposedo improve the quality of the protec-
tion path placementwithout increasingthe asymptoticcom-
plexity of thealgorithm. Simulationresultsshawv thatthe pro-
posedschemeprovides protectionthat is betterthanrecently
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proposedFast Reroutescheme. The algorithmic complexity
of the proposedschemeis less than that of RSVP Backup
Tunnelswhile providing comparablygoodprotection. Unlike
FastRerouteandRSVPBackupTunnels theproposedcheme
guaranteesndependencef the working and protectionpath
placement.
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